Qualitative Modelling Of Object Behaviour In The Dynamic Vision System Using Hidden Markov Models
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Abstract

The subject of this paper is cognitive analysis of object behaviour in a dynamic scene. Based on the identified motions of an animal and calculated trajectory attributes we need to analyse, evaluate and reconstruct behaviour pattern implementing artificial intelligence methods. Dynamic scene analysis has traditionally been quantitative and it generates large amounts of temporally evolving data. The system presented in the paper uses the qualitative modelling method, based on the model of space and time and incomplete domain background knowledge, in the process of discovering qualitative behaviour patterns. The Markov Model (HMM) has been used as a model of object behaviour, based on qualitative spatial and temporal representation and conceptual grouping method. 
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1. INTRODUCTION

Dynamic scene analysis has traditionally been quantitative and it generates large amounts of temporally evolving data. Recently, increasing interest has been shown in higher-level approaches to representing and reasoning with such data using conceptual and qualitative approaches [1], [2]. The system proposed in this paper is based on these methods. 

In order to recognize behaviour, it is necessary to model the underlying spatial and temporal structure of the moving object patterns. These structures are essentially probabilistic and often rather ambiguous. Hidden Markov Models (HMMs) are widely used for modelling temporal structures. HMMs have been applied to speech recognition, visual focus of attention, learning object movement and behaviour models and more recently to gesture recognition. Recent work in the area of learning object movement is presented in [3], [4] and [5]. 

This paper deals with additional research in building of the dynamic vision system described in [6], i.e. deals with the problem of the interpretation of object behaviour in the scene. Our approach in using the HMM as a model of the object behaviour is based on qualitative spatial and temporal representation and conceptual grouping method.

Results of the hypothesis test have shown that HMM has been a good choice. It also shows that in the task of learning the characteristic object behaviour additional expert knowledge is needed to approve the recognition of the characteristic behaviour. The paper is organized as follows: Problem description is given in section 2. In section 3 we describe the system which can be implemented as the solution for the object behaviour analysis problem, based on the quantitative data from the tracking application [7] and background knowledge. Section 4 introduces the model of space and time, which is the base for data hierarchical grouping described in section 5. Results of qualitative modelling and conclusions are given in sections 6 and 7.

2. THE PROBLEM OF THE OBJECT BEHAVIOUR ANALYSIS AND INTERPRETATION 

The purpose of this paper is focusing on the cognitive phase of the laboratory animal behaviour analysis (as a part of the pharmacological tests): on the base of the detected object motion and computed trajectory attributes, implementing artificial intelligence methods, we need to analyse, evaluate and predict the object behaviour [7]. Each of the object trajectories is the sequence of attribute vectors. Attribute vectors describe position and orientation of the animal in each of the trajectory points during its motion.  Trajectory for the object present in the scene for n consecutive frames is described with an n-tuple that presents 2D picture coordinates and orientation in equal time intervals:

T = ((x1,y1,(1),(x2,,y2,(2),...,(xk-1,yk-1,(k-1), (xk,yk,(k),...,(xn-1,yn-1,(n-1),(xn,yn,(n))                 (1.1)

3. THE SYSTEM FOR THE OBJECTS BEHAVIOUR ANALYSIS BASED ON QUALITATIVE MODELLING

This section presents a method for solving the problem of the objects behaviour analysis, based on the quantitative data obtained by the existing tracking process [7] and the background knowledge. The background knowledge consists of the behaviour attributes and the set of characteristic behaviour patterns chosen by a problem domain expert.

The system for the behaviour analysis consists of several main components (Figure 3.1):

( Tracking module: Object motion description obtained by the tracking process is the input data for the quantitative-to-qualitative conversion and conceptual grouping module. 

( Background knowledge: The first step in creating the spatio-temporal model is the choice of the proper space ontology as the base for the qualitative modelling. Domain expert gives attribute values to the qualitative regions in the scene of the interest and choose characteristic behaviours video inserts which are used in the process of interesting behaviour recognition.

( Qualitative conversion: Qualitative conversion of the tracking data is based on the spatial-temporal model. Complex quantitative behaviour is divided into several types of simple quantitative behaviour of equal time duration (t. Each of these samples is converted to the qualitative behaviour on the base of spatial and temporal ontology and depending on the expert choices of the attributes. The new qualitative state is added to the qualitative behaviour when a qualitative change of some attribute is detected.

( Behaviour grouping: This module determines the similarity of qualitative behaviour implementing the hierarchical grouping method [8].

( Characteristic behaviour modelling: Characteristic behaviour is modelled and used in the behaviour recognition phase.

( Marking of the behaviour groups: The task of the recognition is to find the connection between the characteristic qualitative behaviour given by an expert and qualitative behaviour groups obtained by conceptual grouping procedure. 

( Tutoring simulator: On the base of the qualitative spatial model and the initial qualitative behaviour state, which is given by an expert through his interface, the tree of the qualitative behaviour is formed. The tree branches are then marked with the recognized characteristic behaviours. The marked behaviour tree is the base for the behaviour explanation generation and predicting of the future qualitative behaviour states. The possibility of event reconstruction using the simulation and predicting of 
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Figure 3.1: Qualitative modelling procedure and tutoring simulator as a part of the dynamic vision system

the future system states is the base for

development of tutoring systems for teaching experts.

4. THE SPATIO-TEMPORAL MODEL 

The information provided from the tracking applications is, by nature, quantitative with the position and spatial extent of objects provided in screen coordinates. We use the approximate regions, which are conceptually relevant to the physical structure of the domain. For our problem the model of space and time is the base for the quantitative-to-qualitative conversion.

The conceptuality of the grouping process is achieved by choosing the qualitative attribute, which reflects the relationship between elementary attributes. Qualitative region and qualitative orientation conceptual neighbourhood are given in Figures 4.1 and 4.2 respectively. The prime rectangle is chosen as the proper spatial extension of object projection in 2D, so the object cannot change behaviour qualitative state inside this rectangle.

Quantitative-to-qualitative conversion is based on the spatio-temporal model and the log-file. It produces complex quantitative behaviour, which is split into n simple quantitative behaviours of equal time duration (t. The conversion is done independently at the qualitative region level and qualitative orientation level as the base for the process of HMMs parallel training.

5. QUALITATIVE BEHAVIOURS CONCEPTUAL GROUPING

Qualitative sample grouping is accomplished by the hierarchical grouping method and is presented in more details in [8]. Table 5.1 gives an overview of the obtained results for the grouping procedure for treated (tr0-tr3 observation type) and nontreated (ntr0-ntr3 observation type) laboratory animals regarding qualitative region temporal change. Significant groups (marked with second index ‘s’) are those with the number of behaviour patterns greater than the number of groups. Table 5.2 show behaviour group prototypes for observations of type tr and ntr. Behaviour group prototype is chosen as a group centre. 
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Figure 4.1: Elementary and complex qualitative 2D regions
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(a)
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(b)

Figure 4.2: Qualitative orientation conceptual neighbourhood

TABLE 5.1

GROUPING RESULTS FOR QUALITATIVE

REGION TEMPORAL CHANGE
	Laboratory animal class

(tr-treated, ntr-nontreated; 0-3 observation number)
	Number of significant groups / total number of groups

	tr0
	2 / 28 

	tr1
	3 / 6 

	tr2
	4 / 5 

	tr3
	1 / 26 

	ntr0
	0 / 63 

	ntr1
	0 / 37 

	ntr2
	0 / 47

	ntr3
	1 / 42 


TABLE 5.2

BEHAVIOUR PROTOTYPES FOR QUALITATIVE REGION TEMPORAL CHANGE  

	tr0,S
	aabfefaabfefabaa, 

abfcdfabfcdfabfcdfa

	tr1,S 
	afefcddfabfcdfdfaa,

bfcdfabfcdfabfcdfaabfcd,

efcfbafefdcfbabfefdfaabfcdf 

	tr2,S
	dfabfcddfaabfcdd, 

cdfabfcfdfabfcdfabfefcdfe,

afdcfbafdcfefbafdcfefaf,

cfefbabfefcdfabfcdfefabfcdfa 

	tr3,S
	dfaaabfcdddfa  

	ntr0 
	bbbbbbbbb 

	ntr1 
	aaaaaaaaa, bbbbbbbbb 

	ntr2 
	aaaaaaaaa, bbbbbbbbb  

	ntr3,S 
	aaaaaaaaa 


On the base of these results we can conclude that the hierarchical grouping algorithm based on the complex attributes rather than simple attributes can be considered as conceptual grouping. This conceptual grouping property makes easier the behaviour recognition, interpretation and prediction task.
6. CHARACTERISTIC BEHAVIOUR MODELLING AND RECOGNITION OF TYPES OF BEHAVIOUR IN THE SCENE

According to qualitative region and orientation conceptual neighbourhood in a qualitative state, the qualitative change is restricted to neighbourhood regions (fig. 4.1 and 4.2). Instantaneous transitions depend on preceding transition. This transition interdependence can be built in the process of recognition by modelling the characteristic qualitative behaviour with HMM [9], [10].

The Hidden Markov Model is a finite set of states, each of which is associated with a probability distribution. Transitions among the states are governed with a set of probabilities called transition probabilities. In a particular state an outcome or observation can be generated, according to the associated probability distribution. It is only the outcome, not the state visible to an external observer and therefore states are "hidden" to the outside; hence the name Hidden Markov Model.

In order to define an HMM completely, following elements are needed: the number of states of the model N, the number of observation symbols in the alphabet M, set of state transition probabilities A={aij}, where aij=p{qj at t+1|qi at t}, observation symbol probability distribution in state j B={bj(k), bj(k)=p(vk at t|qj at t) } and initial state distribution (={(i}, (i=p(qi at t=1). It is assumed that the next state is dependent only on the current state. This is called the Markov assumption and the resulting model becomes actually a first order HMM.

6.1 The Hypothesis Test: HMM - Appropriate as a Behaviour Model in the Problem of Behaviour Recognition

The HMM used is left-to-right HMM with one additional property: the probability of transition from the last state to the first one is greater than 0, in order to model cyclic behaviours. Learning of a HMM is accomplished with the Baum-Welch procedure in order to adjust the HMM parameters (A, B, () to maximize the probability of the observation sequences for the given initial HMM.

We test the following hypothesis: 

Let G1, G2, ..., GN, be the groups resulting from the hierarchical grouping procedure (Figure 6.1). Every group is divided in two subgroups Pi (training group) and Ci (control subgroup),  i=1,...,N. Let Si be the behaviour pattern set consisting of randomly chosen behaviours from groups other than Gi. Let (i be the HMM trained for the group Pi.

HMM (i is a good model for the behaviour group Gi (Figure 6.1), if the following holds:

P(Pi|(i) >> P(Si|(i),


(6.1)

P(Pi|(i)  (  P(Ci|(i) 


(6.2)

where P(Pi|(i) presents the probability of subgroup Pi, for the model (i ; P(Ci|(i) presents the probability of subgroup Ci  (the first control subgroup), for the model (i; P(Si|(i) presents the probability of subgroup Si (the second control subgroup), for the model (i.

The training of HMMs is accomplished for different groups by observation of types tr (treated case) and ntr (not treated case). Training is done with 2/3 patterns from group Gi (subgroup Pi), control group Ci contains 1/3 of the patterns from Gi and control group Si contains randomly chosen patterns from groups other than Gi. 

Table 6.1 shows the hypothesis test results for qualitative region (a) and qualitative orientation (b) temporal change. The results in the case of equation (6.1) show 100 percent accuracy in most cases. It can be concluded that trained HMMs are good filters for different types of behaviour from other groups. Test of the equation (6.2) results in lower accuracy for nonsignificant groups because the number of group patterns is too small.
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Figure 6.1: Behaviour groups (Gi, i=1, 2, ..., N) as the result of the hierarchical grouping procedure; subgroups (Pi, i=1, 2, ..., N) used in HMM ((i, i=1, 2, ..., N) training procedure; control subgroups (Ci, i=1, 2, ..., N)

TABLE 6.1

THE RESULTS OF THE HYPOTHESIS TEST

	Observation,

Group number
	P(Pi|(i) ( P(Ci|(i)
	P(Pi|(i) >> P(Si|(i)

	tr0,s , 7
	73 %
	100 %

	ntr0, 19 
	73 %
	100 %

	tr1,s, 1
	100 %
	100 %

	ntr1, 16 
	53 %
	100 %

	tr0,s 1
	67 %
	87 %

	ntr0, 9 
	13 %
	100 %

	tr1,s, 1
	40 %
	100 %

	ntr2, 1 
	80 %
	100 %


For the significant groups accuracy is also lower in the case of equation (6.2). It means that groups resulting from the grouping procedure cannot be assumed as learned characteristic behaviour. It is necessary to use the domain expert knowledge in order to recognise groups representing characteristic types of behaviour.

6.2 Recognition of Interesting Types of Behaviour in the Scene and Object Behaviour Analysis 

An expert through the background knowledge provides characteristic behaviour (choosing video inserts of interest), which is used in the process of recognition of interesting behaviours in the scene. The first step in the recognition process is to learn HMM for each of the characteristic behaviour from the background knowledge. These models are then used in the recognition of behaviour groups resulting from the hierarchical grouping procedure. 

Using conceptual neighbourhood diagrams we can build a qualitative spatial simulator. The simulation starts with the qualitative state and the model of the characteristic behaviour. Qualitative behaviour recognized as characteristic is then marked in the qualitative behaviour tree. The marked behaviour tree could be the base for the generation of explanation and prediction of the future object behaviour. 

7. CONCLUSION

This paper is focusing on the discovery of the qualitative model for the observed behaviour in the scene. Discovered qualitative models and qualitative spatial simulation are the basis in reasoning about the object behaviour. We have shown that HMM is an appropriate model for the object behaviour. Future research will be concerned with the behaviour analysis based on the qualitative spatial simulation, expert knowledge and the results of the conceptual grouping procedure.
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