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Abstract—Abstractive text summarization is natural 

language processing task of automatically transforming an 

input text to a short informative summary that assembles text 

written by human. Text summarization nowadays relies on deep 

neural language models that are intensively trained on a vast 

amount of texts, achieving unprecedently results in language 

generation tasks, such as generation of short summary. 

Prominent deep learning architecture is based on transformer 

deep neural network model. 

This work briefly presents transformer architecture and its 

most important building block and features. Next, the neural 

models for abstractive summarization task built on transformer 

architecture are shortly overviewed and contrasted along with 

commonly used evaluation metrics.  

Existing summarization datasets, monolingual and 

multilingual as important part of training, are systematized. 

Datasets for abstractive summarization task are mostly 

collected from online sources on internet. Among all datasets, 

English language prevails. Croatian language is 

underrepresented in the text summarization research arena, so 

this work outlines future possibilities in training Croatian 

abstractive summarization neural model to bridge this gap. 

Keywords— abstractive text summarization, transformer 

models, text summarization datasets  

 

I. INTRODUCTION  

Automatic text summarization is one of the natural 
language processing (NLP) tasks which has the goal to 
convert one or more documents into short summary while 
preserving the main information and meaning of the original 
text [1]. Similarly, text summarization can be modeled as the 
mapping problem from the input text to shorter output text [2]. 
Finally, summarization can be modelled as a text generation 
problem [4]. 

Text written in natural language belongs to sequential data 
category where the ordering of data derives the syntax and 
semantics of the language [5]. Also, ordering of the words is 
important to derive the meaning of the whole text. Each text 
sequence (i.e. sentence) follows previous sequence and 
inherits information.  

With vast and ever-increasing quantity of texts, both 
formal and informal, contained in documents or posted on 
online media, automatic summarization gains on popularity in 
the research community. 

There are two types of automatic text summarization 
techniques: extractive and abstractive. Extractive 
summarization determines most important words, phrases and 

sentences in the text and use them to produce the summary [6]. 
While abstractive text summarization takes the semantic 
representation of the text and generate a new summary, that 
contain words and phrases that does not exist in the original 
text [7]. In order to be useful, the summary needs to be 
linguistically fluent and similar to human-written text [8]. 
While extractive summarization is easier to develop, 
abstractive text derives summaries of better quality while 
engaging more challenging methods. Methods require 
extensive computer’s power capabilities (i.e. CPU, GPU, 
memory) especially when they are based on deep learning 
models [9]. 

Deep learning models became very complex and powerful 
as combine many different neural networks into complex one. 
Early deep learning architectures for summarization task were 
mostly based on recurrent neural networks (RNN) that 
processes text sequentially and predict next token based on 
previous and input tokens [10]. An extension of RNN is able 
to capture information from longer sequences with long short-
term memory (LSTM) [11] or gated recurrent unit (GRU) 
variants [12]. Recently, encoder-decoder architectures based 
on transformer neural network has gained the popularity in 
many NLP tasks, especially in ones related to text generation 
problems - hence summarization [13] [14] [15] [16] [17]. 
Transformers include attention mechanism [18], that sets the 
focus on more valuable information in input sequences, 
additionally improving the quality of information to generate 
abstractive summaries [7] [18] [19] [20]. Finally, transformers 
also achieve respectable quality (e.g. in terms of fluency, 
coherence, consistency and relevance) of the generated text in 
abstractive text summarization task, but they require extensive 
computing resources to train the model and generate output 
within reasonable amount of time [9].  

Nowadays, the research focus is to moved forward 
towards large language models (LLMs). LLMs transformer 
models are scaled up to larger number of parameters (over 100 
billion) and huge training data. LLMs show the ability of 
learning “in context”, with very little (“few-shot”) or without 
(“zero-shot”) input data provided [9] [21]. Although they 
resonate quickly and have strong summarization ability [21], 
there are still some unsolved challenges: datasets for low 
resourced languages are still missing, models do not resonate 
well and can derive (hallucinate) false information, and 
automatic evaluation of generated text needs to be improved. 

This work gives an overview of deep neural models based 
on transformer architecture, that are used for abstractive 
summarization task. Training deep neural models require huge 
dataset, so brief information about characteristics of each 
dataset, where models were trained, is extracted from original 
papers.  



Major focus of this work is to: 

• determine if abstractive summarization model based 
on transformer architecture for Croatian language 
exist, 

• determine how much is Croatian language represented 
in existing datasets, that are used in abstractive 
summarization tasks, 

• examine which neural model can be best as starting 
point for the text summarization training for the 
Croatian, and which characteristics of Croatian 
summarization dataset are needed.  

After introduction, structure of the paper is as follows. The 
second section presents overview of related works. 
Description of original transformer architecture is in the third 
section. While, deep neural models based on transformer 
architecture, and modified for abstractive summarization task 
are presented in fourth section. Fifth section is related to the 
evaluation metrics used to assess the quality of generated 
summary. Available summarization datasets are overviewed 
in the sixth section. The seventh section presents the results of 
summarization task on machine translated Croatian dataset. 
Finally, paper conclude with research plan on Croatian 
summarization task. 

II. RELATED WORK 

Nowadays, abstractive summarization uses deep neural 
models to generate better summaries of the input text. Deep 
learning has developed from artificial neural network (ANN) 
that consists of input and output nodes, connections between 
them with weight parameters and activation functions. 
Simplest ANN is feedforward neural network which process 
inputs through layers: input layer, hidden layers and output 
layer. The predominate neural architecture is based on 
transformer models, so the scope of related work in this paper 
is limited to the overview of transformer networks.   

Encoder-decoder architecture [12] [22] with attention 
mechanism [18] achieved prominent results in abstractive 
summarization [2] [19]. Encoder reads the input sequence of 
variable length, encode it into a single fixed-length context 
vector representation and generate sequence of hidden states. 
Attention mechanism learns which parts of the input sequence 
are valuable and provides decoder with information which 
parts to attend more. Decoder decodes the representation and 
produce the sequence of variable length as the output text.  

In 2017. transformer architecture is introduced in the paper 
Attention is All You Need by Vaswani et al. [23]. Architecture 
consists of encoder and decoder stacks of multiple neural 
networks layers. Important novel characteristics of 
transformer architecture are self-attention mechanism and 
parallel processing of sequences. Self-attention is a special 
case of attention mechanism [18] that attend to different 
positions of a single sequence in order to compute a 
representation of that sequence. Parallel processing enabled 
speed-up of the learning process which enabled huge number 
of parameters trained in the transformer models, and open a 
new era in training of large language models (LLMs).  

The latest models are based on transformer architecture. 
They can be divided into encoder only, encoder-decoder and 
decoder only models.  

• Encoder-only transformers or autoencoder 
transformers (BERT [24], ERNIE [25], RoBERTa 
[26], ALBERT [27], ELECTRA [28], DeBERTa [29]) 
are trained using masked language model (MLM). It 
randomly masks some of the tokens from input and 
then tries to predict the original token based only on its 
context. Model tries to reconstruct the original 
sentence.  

• Decoder-only transformers or autoregressive 
transformers (GPT-1 [30], GPT-2 [31], GPT-3 [32], 
GPT-4 [33], XLNet [34], OPT [35], OPT-ILM [36], 
BLOOM [37], BLOOMZ [37], GPT-Neo-X-20B [38], 
GPT-J-6B [39], YaLM-100B [40], GLM [41], 
Galactica [42], LLaMa [43], ChatGPT [44], PaLM 
[45], LaMDa [46], Falcon [47]) are trained on 
prediction of next token based on previously predicted 
tokens. Mask of next tokens in the input is used so that 
attention cannot access to later part of sentence, that 
need to be learned. Still, autoregressive learning is 
based only on predicting the next token in the 
sequence.  

• Encoder-decoder transformers or sequence-to-
sequence transformer (BART [48], mBART [49], T5 
[50], mT5 [51], Switch [52], T0 [53], Tk-Instruct [54], 
FlanT5 [55], UL2 [56], FlanUL2 [56], Pegasus [57]) 
use encoder and decoder of original transformer.  

For text processing we need the good representation of the 
data [10]. Historically data representation was based on bag-
of word (i.e. TF-IDF) while recently has been substituted with 
embeddings [23] [58]. Embedding based data representation 
can be learnt as a side-effect of training the neural model, 
transforming the representation in low-dimensional vector 
space, where has been shown that embedding vectors 
representing words of similar meaning (i.e. share common 
context in the corpus) are in a proximity [59]. After training, 
obtained embedding vectors as data representations, can be 
transferred to the new NLP tasks, usually including some 
transfer learning. Transfer learning involves pre-training on 
one task where model learns good representation, and then 
using trained representations for fine-tuning of the model on 
new dataset and on similar, yet new, task [58] [60] [24]. 
Training of large models require lot of computing power and 
resources, so in order to reduce the cost of the training, transfer 
learning has become widely and predominantly used in the 
NLP field.  

Pre-training can be unsupervised (UniLM [74], GPT-3 
[32]), supervised (Galactica [42]) or self-supervised (T5 [50], 
UL2 [56], Pegasus [57], ProphetNet [61]). Transformer 
models are usually pretrained on unlabeled and huge text 
quantity to better learn general language representations that 
can be fine-tuned for downstream NLP tasks. Pretraining on 
one or multiple tasks with subsequent fine-tuning using both 
unsupervised and self-supervised setup achieved state-of-the-
art performance for many NLP challenges, at the same time 
enabling better generalization of the language model.  

Better language models are trained on larger set of data 
[62], so to accelerate the process, along the hardware, models 
are also scaled up. Transformer models work with very large 
number of parameters: 65 million in original transformer, 340 
million in BERT large [24], 400 million in BART large [48], 
770 million in T5 large [50], 1.5 billion in GPT-2 [31], 540 
billion in PaLM [45], 1.76 trillion in GPT-4 [33]. Parameters 



were rapidly scaling up (Figure 1) and trend is shifted towards 
developing the large language models (LLMs) [63]: GPT-3 
[32] and GPT-4 [33], LLaMA [43], PaLM [45], PaLM2 [64]. 
Only a few companies and organizations can follow that trend: 
OpenAI, Meta, Google, Microsoft, AI2. Among non-profit 
organization that can still play in large language model 
training arena are EleutherAI and BigScience.   

LLMs can generalize well and pre-trained model can be 
ported to new tasks via training that involves only a few 
examples. It is called few-shot learning or in-context learning 
[65]. Tendency is going to the making communication with 
LLMs similar to communication with human, employing one-
shot or zero-shot learning. While in one-shot learning only one 
example is presented and other examples are clustered around 
the same point in representation space, in zero-shot learning 
no examples are provided. Nowadays, few-shot learning is 
predominantly used as a prompting technique to interact with 
the LLMs [66]. 

 

LLMs for summarization task can be divided roughly into 
two sets: encoder-decoder (or sequence-to-sequence) and 
autoregressive language models [13], and architecture shifts 
toward instruction-tuned models (Figure 2). Instruction-
tuned models are LLMs pre-trained on huge amount of data, 
for diverse mixture of tasks, so model start to generalize better. 
Model is then fine-tuned with steps of written instructions 
given in prompted form, or instruction-tuning [63] [46] [53] 
[67]. 

 

Although LLMs are mostly built upon general NLP tasks 
(i.e. autoregressive learning of the next token or 
simultaneously learning several tasks), there are also models 

pre-trained especially for abstractive summarization task 
(Pegasus [57], Longformer ED [73], Z-Code++ [16]) or fine-
tuned for it (CTRLSum [69], Primera [70], BRIO [71]). Fine-
tuning with few-shot learning settings has been used to the 
opinion summarization [72], summarization of medical 
dialogues [14] and on standard benchmark news datasets [15]. 

English language is the most represented in reported 
summarization work. Other languages than English, for 
creating and training the models are usually included in 
multilingual models: mBART [49], mT5 [51], XL-Sum [17], 
PaLM [45], BLOOM [37], Z-Code++ [16]. mBART is 
pretrained on 25 languages [49], mT5 and Z-Code++ are 
pretrained on 101 languages [51] [16], XL-Sum on 44 
languages [17], PaLM on 124 languages (78% English) [45], 
BLOOM contains 46 languages [37].  

Croatian language is presented as a small part of 
multilingual PaLM dataset [45]. Dataset consists of 780 
billion of tokens, mixture of data collected through internet, 
like multilingual Wikipedia, filtered multilingual webpages, 
books, news articles, social code and social media 
conversations. Croatian words appeared only in 0.027% of 
dataset [45]. 

Due to very high skewness toward English language, 
multilingual models are more successful doing NLP tasks in 
English.  

It is worth noticing that several monolingual 
summarization models are pre-trained: for Macedonian 
language - Macedonizer [75], for Slovenian language [76], 
Italian [77] and GPT-3 is fine-tuned for Russian 
summarization [78].   

III. TRANSFORMER ARCHITECTURE 

Original transformer architecture is structured from two 
building blocks: encoder and decoder. Encoder takes input 
sequence of word representation and pass it through a six 
encoder blocks to output. The encoder’s output, a sequence of 
continuous representations, is passed to decoder, which 
generates output sequence of words one token at a time. 

Fig. 2 LLMs for summarization task divided into pre-trained encode-

decoder and large autoregressive models [13] 

Fig. 1 Number of parameters in LLMs [68]  

Fig. 3 . Transformer architecture [23] 



The encoder block is composed of several network layers, 
where each layer has two parts: multi-head self-attention layer 
and position-wise fully connected feed-forward network. 
Every part of the layer has residual connection and layer 
normalization.  

Residual connection pass information through the layer, 
adds a skip connection to pass information around the layer, 
and then data is combined. Dropout is part of regularization 
technique applied to the output of each sub-layer. 
“Regularization is any modification we make to a learning 
algorithm that is intended to reduce its generalization error but 
not its training error” [10]. After that, output is normalized and 
passed to new encoder layer. 

 

Before passing the sequence to encoder, the sequence is 
tokenized and converted into word embeddings. To keep 
ordering of the word in the sequence, positional encoding is 
added after input embedding. Positional encoding is 
calculated as sine (1) and cosine (2) functions of different 
frequencies. 

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛 (
𝑝𝑜𝑠

10000

2𝑖
𝑑𝑚𝑜𝑑𝑒𝑙

)   (1) 

 

𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠 (
𝑝𝑜𝑠

10000

2𝑖
𝑑𝑚𝑜𝑑𝑒𝑙

) (2) 

 

Self-attention or intra-attention mechanism is a primary 
building block of transformer. It computes a context of the 
word in the sentence, so related words get a high score value.  

Attention calculates the scalar product between 
embedding vectors and query WQ, key WK and value WV 
weight matrices to make some linear projections and create a 
key, query and a value vector. The query a representation of 
the current word and it is multiplied with every key value. Key 
vectors are the labels that match against search, and are 
divided by square root of keys dimension. Then is applied a 
softmax function. Softmax function calculates which 
relationships between words and which words are significant. 
Result is multiplied with each value vector.  

Value vectors are actual word representations. Matrix of 
outputs is (3). 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄, 𝐾, 𝑉) =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄 𝐾𝑇

√dk
) 𝑉    (3) 

Multi-head self-attention mechanism is attention function 
that linearly project many different sets of key, query and 
value with a linear projection to dimensions, which are 
performed in parallel, multiple times. It allows the model to 

jointly attend to information from different representation. It 
has eight attention heads, with randomly initialized weight 
matrices. Result of multi-head attention are matrices that are 
concatenated (4) (5) and normalized and sent to feed-forward 
neural network (6). 

 

Fig. 5 Multi-head self-attention [23] 

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑 (𝑄, 𝐾, 𝑉) = 𝐶𝑜𝑛𝑐𝑎𝑡 (ℎ𝑒𝑎𝑑1, … , ℎ𝑒𝑎𝑑ℎ) 𝑊𝑂 

      (4) 

where each head is: 

ℎ𝑒𝑎𝑑𝑖 =  𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄𝑊𝑖
𝑄 ,  𝐾𝑊𝑖

𝐾 , 𝑉𝑊𝑖
𝑉 )    (5) 

Each layer in encoder and decoder has position-wise feed-
forward networks 

FFN(x) = max (0; xW1 + b1) W2 + b2    (6) 

Decoder stack has the same number of layers as encoder 
stack. Each layer has multi-head self-attention layer, fully 
connected feed-forward layer and masked multi-head 
attention over the output of the encoder stack. Also, every 
sublayer has residual connections and normalization around 
each of them. Masked multi-head attention ensures that future 
known output is masked, so that the prediction can depend 
only on the previous known outputs.  

The last linear layer is a simple fully connected neural 
network that projects the vector produced by the stack of 
decoders, into a larger vector. The softmax layer then 
calculates those scores into probabilities and produce the word 
according to the highest probability. 

 

IV. TRANSFORMER ARCHITECTURE 

Models based on transformer architecture are modified to 
have  

• encoder only block,  

• decoder only block, 

• encoder-decoder block like original transformer. 

Decoder-only (autoregressive) and encoder-decoder 
(sequence-to-sequence) models put focus on regenerating 
text sequences and are particularly successful in natural 
language generation (NLG) tasks such as machine translation, 
abstractive summarization and question-answering. Hence, 
they are predominantly used for abstractive summarization 
task. The overview of transformer summarization models is 
reported in table A in Appendix. 

UniLM [74] is multilayered transformer, pre-trained on 
large amounts of text. It uses three types of unsupervised 
language modeling tasks: unidirectional, bidirectional, and 

Fig. 4 Positional encoding in transformer [79] 



sequence-to-sequence prediction and can be fine-tuned for 
NLU and NLG tasks.  

BertSum [80] apply BERT in summarization task with 2-
stage fine-tuning: first on extractive summarization task, then 
on abstractive task. Extractive summarization selects 
important sentences from the text. Model on the second stage 
perform abstractive summarization, but with already 
pretrained encoder.  

BART (Bidirectional and Auto-Regressive Transformers) 
[48] is denoising autoencoder that combines BERT-like 
bidirectional encoder with GPT-like decoder. It pretrains 
sequence-to-sequence model in two stages. As first step, text 
is corrupted with an arbitrary noising function (masking token, 
token deletion, text infilling, sentence permutation, document 
rotation, sentence shuffling, text infilling + sentence 
shuffling). In second step, a sequence-to-sequence model is 
trained to reconstruct the original text with left-to-right 
autoregressive decoder. Fine-tuning can work well with text 
generation and comprehension tasks. BART is trained on 
CNN/DailyMail and XSum datasets.  

T5 (Text-to-Text Transformer) [50] is unified framework 
that converts all text-based language problems into a text-to-
text problem, i.e. taking text as input and producing new text 
as output format. Model is pre-trained on unlabeled Colossal 
Clean Crawled Corpus (C4) using unsupervised learning. 
Authors compare the effectiveness of different transfer 
learning objectives, unlabeled data sets, and other factors, 
while exploring the limits of transfer learning for NLP by 
scaling up models and datasets. Model is based on original 
encoder-decoder transformer.  

PEGASUS (Pre-training with Extracted Gap-sentences 
for Abstractive Summarization Sequence-to-sequence) [57] is 
large transformer-based encoder-decoder model is pre-trained 
on massive text corpora. Model simultaneously apply GSG 
(Gap Sentence Generation) and MLM (Masked Language 
Model) in the self-supervised pretraining. GSG selects and 
masks whole sentences from a document and concatenate the 
gap-sentences into pseudo-summary. In remaining sentences, 
some tokens are masked by MLM. Model is pretrained to 
predict these sentences. Results are validate using human 
evaluation.  

GPT-3 (Generative Pre-trained Transformers) [32] is 
large autoregressive language model (LLM) with 175 billion 
of parameters that is trained on 300 billion tokens of text 
(570GB in total Common Crawl dataset) and tested in the few-
shot setting. Architecture of GPT language models is based on 
transformer decoder blocks. Models are autoregressive, 
meaning that model predicts one token at a time, based on the 
past values. Predicted token is added to the sequence of inputs 
and pass to the model in its next step. GPT uses masked self-
attention - it masks future tokens by interfering in the self-
attention. It calculates blocking information from tokens that 
are to the right of the calculated position.  

GSum (Guided Neural Abstractive Summarization) [81] 
is general and extensible guided summarization framework 
that can effectively take 4 external guidance as input: 1. 
highlighted sentences in the source document, 2. keywords, 3. 
salient relational triples (subject, relation, object), and 4. 
retrieved summaries. Experiments are performed across 
several different varieties, show how different type of 
guidance effect on quality of summary and how to generate 
more faithful summaries.  

ProphetNet [61] is self-supervised sequence-to-sequence 
pre-training model with n-stream self-attention mechanism. 
ProphetNet learns n-step ahead prediction that predicts the 
next n tokens simultaneously based on previous context 
tokens at each time step. This future n-gram prediction is 
served as extra guidance that explicitly encourages the model 
to plan for future tokens and prevents overfitting on strong 
local correlations. There are two goals: (a) the model should 
be able to simultaneously predict the future n-gram at each 
time step in an efficient way during the training phase, and (b) 
the model can be easily converted to predict the next token 
only as original encoder-decoder model for inference or fine-
tuning phase.  

Longformer (Long-Document Transformer) [73] can 
process long sequences with new attention mechanism that 
replace the standard self-attention. Also, combine local 
windowed attention with a global attention. Their attention 
scales linearly with sequence length, enabling model to 
process documents of thousands of tokens or longer. 
Longformer Encoder-Decoder (LED) is a Longformer variant.  

OPT (Open Pre-Trained Transformer Language Models) 
[35] is LLM with 175 billion parameters, similar to GPT-3, 
but with less carbon footprint then GPT-3. OPT made three 
benefits for research community. The full release includes: 
pre-trained language models of numerous sizes, a code base 
for training and deploying these models, and log books that 
detail the model development process. OPT is decoder-only 
architecture trained on massive dataset of unlabeled text data 
of English sentences. OPT-175B is evaluated over 16 
standard, prompting-based NLP tasks, and is evaluated in both 
zero-shot and one/few-shot regimes.  

SimCLS (A Simple Framework for Contrastive Learning 
of Abstractive Summarization) [82] is framework for 
abstractive summarization that bridge the gap between the 
learning objective and evaluation metrics. It uses contrastive 
learning to formulate text generation as a reference-free 
evaluation problem (i.e., quality estimation).  

BRIO (Bringing Order to Abstractive Summarization) 
[71] is abstractive model with dual role: as a generation model, 
it generates the output summaries in an autoregressive way; as 
an evaluation model, it can be used to score the quality of 
candidate summaries by estimating a probability distribution 
over candidate outputs. It is built on the pretrained BART or 
PEGASUS but training paradigm may be extended to any 
encoder-decoder model.  

PRIMERA (Pyramid-based Masked Sentence Pre-
training for Multi-document Summarization) [70] is pre-
trained model for multi-document representation with a focus 
on summarization that reduces the need for dataset-specific 
architectures and large amounts of fine-tuning labeled data. 
For pretraining is used a large resource where each instance is 
a set of related documents without any ground-truth 
summaries. The Newshead dataset is a relatively large dataset, 
where every news event is associated with multiple news 
articles. Approach is evaluated on wide variety of multi-
document summarization datasets plus one single document 
dataset from various domains (News, Wikipedia, and 
Scientific literature) [83]. The underlying transformer model 
is pretrained on an unlabeled multi-document dataset.  

BLOOM (BigScience Large Open-science Open-access 
Multilingual Language Model) [37] development was 
coordinated by BigScience, an open research collaboration 



network. The goal was to publicly release of an open-access 
LLM to research community. BLOOM is open-access 
multilingual language model pre-trained on 176 billion of 
parameters, on the ROOTS corpus, a composite collection of 
498 Hugging Face datasets amounting to 1.61 terabytes of text 
that span 46 natural languages and 13 programming 
languages. After pretraining BLOOM, the same massively 
multitask fine-tuning recipe was applied to BLOOMZ with 
multilingual zero-shot task generalization abilities. To train 
BLOOMZ, P3 is extended to include new datasets in 
languages other than English and new tasks, such as 
translation. This resulted in xP3, a collection of prompts for 
83 datasets covering 46 languages and 16 tasks. Croatian 
language is not found in this dataset. 

T0 [53] demonstrated that language models finetuned on 
a multitask mixture of prompted datasets have strong zero-
shot task generalization abilities. T0 was trained on a subset 
of the Public Pool of Prompts (P3), a collection of prompts for 
various existing and open-source English natural language 
datasets.  

PaLM (Pathways Language Model) [45] has 540-billion 
parameter, uses a standard transformer model architecture in 
a decoder-only setup, with some modifications: SwiGLU 
activation function instead of ReLU (Rectified Linear Unit) or 
GELU (Gaussian Error Linear Unit) that are mostly used in 
transformers, parallel layers, multi-query attention, RoPE 
(Rotary Position Embedding) embeddings that have better 
performance on long sequence, vocabulary use SentencePiece 
[84] and other. The PaLM pretraining dataset consists of a 
high-quality diverse corpus of 780 billion tokens.  

Gopher [85] is LLM with 280 billion parameters. It is 
autoregressive transformer architecture with two 
modifications:  RMSNorm is used instead of LayerNorm from 
original transformer, and the relative positional encoding 
scheme rather than absolute positional encodings. RMSNorm 
(Root Mean Square Layer Normalization) is simplified 
regularization technique that stabilize the layer activation. 
Relative encodings permit to evaluate on longer sequences 
than it is trained on, which improves the modelling of articles 
and books. Text is tokenized using SentencePiece [84]. The 
Gopheris trained on MassiveText, a collection of large 
English-language text datasets from multiple sources: web 
pages, books, news articles, and code. MassiveText contains 
2.35 billion documents, or about 10.5 TB of text. Dataset does 
not contain Croatian words. 

Chinchilla [86] is used for compute-optimal training, the 
model size and the number of training tokens should be scaled 
equally: for every doubling of model size the number of 
training tokens should also be doubled. Hypothesis is that by 
training a predicted compute-optimal model, Chinchilla, that 
uses the same compute budget as Gopher but with 70B 
parameters and 4x more data.  

Galactica [42] is a large language model that can store, 
combine and reason about scientific knowledge. It is trained 
on a large scientific corpus of papers, reference material, 
knowledge bases and many other sources. Galactica also 
performs well on reasoning, Galactica was used to help write 
papers, including recommending missing citations, topics to 
discuss in the introduction and related work, recommending 
further work, and helping write the abstract and conclusion.  

LLaMA [43] is collection of foundation language models 
ranging from 7B to 65B parameters trained on trillions of 

tokens, and show that it is possible to train state-of-the-art 
models using publicly available datasets exclusively, without 
resorting to proprietary and inaccessible datasets.  

UL2 (Unifying Language Learning Paradigms) [56] is 
based on vanilla T5 transformer with GLU layers [87], and 
T5-style relative attention. GLU (Gated Linear Units) is used 
instead of ReLU activation function and has stable and better 
control of passing information. UL2 works with two key 
ideas: first is Mixture-of-Denoisers (MoD) pretraining 
objective that combines diverse pre-training tasks and mix 
them together, and second is mode switching that associates 
fine-tuning task with pre-training schemes. Dynamic mode 
switching works via discrete prompting. Model achieve strong 
results at in-context learning and works well with chain-of-
thought prompting and reasoning tasks.  

Big Bird [88] is transformer-based model with a sparse 
attention mechanism that reduce computational complexity in 
self-attention layer to linear approximation. Quadratic 
dependency is related to self-attention matrix where 
complexity is O(n2*d), n is number of tokens and d is the 
representation dimension. The proposed sparse attention can 
handle sequences of length up to 8x and consequence is the 
capability to handle longer context. As a result, Big Bird 
improves performance on various NLP tasks such as question 
answering and summarization.  

Z-Code++ [16] is pretrained encoder-decoder model that 
is using three techniques: (1) two-phase pre-training process 
to improve model’s performance on low-resource 
summarization tasks, (2) using disentangled attention layers 
that replace self-attention layers in the encoder, (3) fusion-in-
encoder, a simple yet effective method of encoding long 
sequences in a hierarchical manner. In two-phase pre-training 
first pre-trained using text corpora for language 
understanding, and then is continually pre-trained on 
summarization corpora for grounded text generation. Z-Code 
large has 710M parameters and is pre-trained on English data 
and multi-lingual data across 5 languages. Croatian is not 
included. 

V. EVALUATION METRICS 

Summarization evaluation metrics can be divided into 
manual or automatic. Manual relies on human judgment:  
candidate summary is evaluated based on evaluators 
subjective merit. Automatic evaluation can be reference-based 
(candidate summary is compared to the “perfect” or “gold” 
summary) or reference-free (directly or indirectly define a 
model of document content salience and evaluate the content 
of candidate summary against this salience). 

According to [89], there are four different dimensions of 
summary quality: 

• Coherence: The collective quality of how well the 
summary is structured and organize, 

• Consistency: The extent to which the summary 
contains information which is factually supported by 
the input document, 

• Fluency: The grammatical correctness of the 
sentences, 

• Relevance: How well the summary selects important 
content from the source document. 

 



Among automatic evaluation methods, the most 
commonly used metric is ROUGE (Recall-Oriented 
Understudy for Gisting Evaluation) [90]. ROUGE is 
reference-based metric which measure quality of candidate 
summary comparing it to the reference summary. Reference 
summary is mostly created by humans.  

ROUGE-n counts the number of overlapping n-grams 
between candidate and reference summaries (9). Precision (7) 
is percent of n-grams in the reference summary that are also 
present in the candidate summary. Recall (8) is percent of n-
grams in the reference summary that are also present in the 
reference summary. 

 𝑃𝑟𝑜𝑢𝑔𝑒𝑛
=

|n_grams𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ∩ 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒| 

|n_grams𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 |
 () 

 𝑅𝑟𝑜𝑢𝑔𝑒𝑛
=

|n_grams𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ∩ 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒| 

|n_grams𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒|
 () 

 𝑅𝑜𝑢𝑔𝑒𝑛𝐹1 = 2 ∗
P𝑟𝑜𝑢𝑔𝑒𝑛∗R𝑟𝑜𝑢𝑔𝑒𝑛 

P𝑟𝑜𝑢𝑔𝑒𝑛+R𝑟𝑜𝑢𝑔𝑒𝑛

 () 

 

ROUGE-L calculates the longest common subsequence 
between two summaries (LCS) (12). Longer shared sequence 
indicates more similarity between summaries. LCS reflect 
sentence-level word order but does not require consecutive 
matches. Length of X is |m|, and length of Y is |n|. Precision 
(10) and recall (11) are calculated prior to F1-score (12). 

 𝑃𝑟𝑜𝑢𝑔𝑒_𝑙𝑐𝑠 =
LCS (X,Y) 

|𝑚 |
 () 

 𝑅𝑟𝑜𝑢𝑔𝑒_𝑙𝑐𝑠 =
LCS(X,Y) 

|n|
  () 

 𝑅𝑜𝑢𝑔𝑒𝐿𝐶𝑆 𝐹1 =
(1+𝛽2)R𝐿𝐶𝑆∗P𝐿𝐶𝑆 

R𝐿𝐶𝑆+𝛽2P𝐿𝐶𝑆
  () 

 

ROUGE-W [91] is a weighted longest common 
subsequence (WLCS) that measure length of consecutive 
matches and put more weights (score) on consecutive 
matches. The weighting function f has properties: 

f (x + y) > f(x) + f(y) for any positive x and y, and 

f (k) = α*k - β, k >=0 and α, β>0.  

The function charges a gap penalty of -β for each non-
consecutive n-gram sequences. For X sequence of length m, 
Y sequence of length n, WLCS precision (13), recall (14) and 
F1-score (15) metrics are calculated. 

 𝑃𝑟𝑜𝑢𝑔𝑒_𝑊𝐿𝐶𝑆 = 𝑓−1 (
WLCS (X,Y)

𝑓(𝑚)
)  () 

 𝑅𝑟𝑜𝑢𝑔𝑒_𝑊𝐿𝐶𝑆 = 𝑓−1 (
WLCS (X,Y)

𝑓(𝑛)
)  () 

 𝑅𝑜𝑢𝑔𝑒𝑊𝐿𝐶𝑆 𝐹1 =
(1+𝛽2)𝑅𝑊𝐿𝐶𝑆∗𝑃𝑊𝐿𝐶𝑆 

𝑅𝑊𝐿𝐶𝑆+𝛽2𝑃𝑊𝐿𝐶𝑆
  () 

 

                                                           
1 https://paperswithcode.com/datasets?task=text-summarization 

The BERTScore [92] is evaluation metric based on pre-
trained BERT contextual embeddings [24]. Each token is 
represented by its BERT embedding. All tokens embeddings 
in one summary are aligned to some token embedding in 
another summary based on cosine similarity. Final score is a 
normalized sum of all the alignment weights. For reference 
sentence x = (x1, …, xk) and candidate x’ = (x’1, …, x’m) 
cosine similarity of reference token and candidate token is: 

 𝑐𝑜𝑠(𝑥𝑖 , 𝑥𝑗′) =
𝑋𝑖

𝑇 𝑋𝑗
′

‖𝑋𝑖‖‖𝑋𝑗
′‖

 () 

To compute precision, each token in x’ is matched to a 
token in x (17) and vice versa to compute recall (18). 
Similarity score is maximized with matching most similar 
tokens. F1 score is given in (19). 

 𝑃𝐵𝐸𝑅𝑇 =
1

|𝑥|
∑ max

𝑥𝑖∈𝑋
𝑥𝑖

𝑇�̂�𝑗𝑥𝑗∈�̂�  () 

 𝑅𝐵𝐸𝑅𝑇 =
1

|𝑥|
∑ max

𝑥𝑗 ∈�̂�
𝑥𝑖

𝑇�̂�𝑗𝑥𝑖∈𝑋  () 

 𝐹1𝐵𝐸𝑅𝑇 = 2 ∗
𝑃𝐵𝐸𝑅𝑇∗𝑅𝐵𝐸𝑅𝑇 

P𝐵𝐸𝑅𝑇+R𝐵𝐸𝑅𝑇
 () 

 

VI. DATASETS FOR SUMMARIZATION 

Transformers require massive datasets for training and 
summarization datasets are usually limited in size since they 
consist of pairs: source text and related summary. Generally, 
summarization datasets can be categorized into monolingual, 
multilingual and cross-lingual. Cross-lingual summarization 
generate a summary in one language, if input document(s) is 
given in other language. It incorporates two tasks: translation 
and summarization together [93]. Among published 
monolingual summarization datasets, most representative is 
English language1 as the most resourceful language on the 
Internet.  

 Monolingual datasets are mostly domain specific:  

CNN/DailyMail [2] [3], XSum [94], Newsroom 
(CORNELL newsroom) [95], New York Times [96], 
Gigaword [97] [7] contain news articles; arXiv [98], 
ScisummNet [99], Pubmed [100] contain scientific papers; 
BigPatent [101] contains patent documents; WikihowQA 
[102] contain question-answering dataset with summary; 
Reddit TIFU [103], SAMSum [104], DialogSum [105], 
AESLC [106] contain conversation texts; WikiHow [107] and 
BookSum [108] contains knowledge base documents and 
literature.  

Less datasets are available for other languages, like 
Chinese (LCSTS [109] short texts from microblogging 
website), Italian (IlPost [110] news from Fanpage), 
Indonesian (Liputan6 [111] and IndoSum [112] from news 
portals), German (Klexikon [113] children's lexicon), Spanish 
(DACSA [114] from Catalan and Spanish newspaper) and 
some other languages.  

Low resourced languages can mostly be found in multi-
lingual and cross-lingual summarization datasets. Both, 
multilingual and cross-lingual datasets contain documents in 



several languages. While documents in multilingual datasets 
are not necessarily aligned, cross-lingual datasets are prepared 
for cross-lingual summarization task that summary can be 
produced in a different language from a source [115]. 

Multilingual datasets contain article/summary pairs in 
different languages: ML-SUM consists of 5 different 
languages [116], XL-Sum 44 different languages ranging 
from low to high-resource [17], multilingual Common Crawl 
(mC4) [51] include over 100 languages, Infiniset [46] contains 
dialog data from public web documents with only 6.25% of 
non-English documents, PaLM [45] dataset contains mixture 
of data in 124 languages collected through internet. Among 
multilingual datasets, Croatian language is included only with 
0.027% in PaLM dataset [45]. 

Cross-lingual datasets WikiLingua consists of 18 
languages [117], WikiMulti 15 languages [118], xP3 46 
languages [119], XWikis 4 languages [115], EUR-Lex-Sum 
24 European languages [120]. Among cross-lingual datasets, 
Croatian language is included only in EUR-Lex-Sum, which 
consists of European law documents, human translated into 24 
languages [120]. 

Croatian language is underrepresented in any of available 
datasets.  

Most of datasets belongs to single document 
summarization, where every document has related summary. 
Multi-document summarization task creates summary from 
multiple documents. Dataset Multi-News is large-scale multi-
document summarization (MDS) of news articles and human-
written summaries of these articles [121].  

The overview of summarization datasets is in Table B in 
Appendix. 

Level of abstractedness and compression ratio between 
text and summary have substantial impact on the generated 
summary. Abstractedness of the dataset is measure of unique 
n-grams in the reference summary which are not in the text. 
Compression ratio is defined by sizes of text and summary. 
Small number of words/tokens in text and summary can give 
better results. The higher is the compression ratio, abstractive 
summarization is more challenging [107].  

VII. CROATIAN SUMMARIZATION TASK 

Currently the trained neural model for Croatian abstractive 
summarization is still missing. Although number of deep 
learning models work with multilingual data, Croatian 
language underrepresented. In huge multilingual dataset built 
for PaLM model, Croatian words appeared only in 0.027% of 
dataset [45]. To temporarily bridge the gap, we have translated 
well known news summarization dataset CNN/DailyMail [2] 
[3] to Croatian language, using Google machine translation 
[122]. 

TABLE I.  THE AVERAGE NUMBER OF WORDS 
  IN THE TEXT AND SUMMARY 

CNN/DailyMail 

datasets 

Avg. num. of words  

in the document  
Vocabulary size 

text summary text summary 

English 659 49.9 136,927 30,963 

Croatian MT 579.8 45.7 305,163 64,445 

 

Texts analysis are presented in the Table I. Models are 
trained on both datasets for comparison of results. Both 

datasets are preprocessed and tokenized. Training is made on 
2 different models: LSTM-based and Bi-LSTM-based 
networks with attention mechanism placed in encoder-
decoder architecture. Models are trained on English and 
Croatian MT. Table II shows training phase: number of 
parameters and epochs, batch size and training time in hours. 

TABLE II.  COMPARISON OF TRAINING DATA IN DIFFERENT  
  MODELS AND DATASETS (ES=EARLY STOPPING) 

Dataset and 

model 

Num. of 

parameters 

Batch 

size 

Train. 

time 

Num. of 

epochs 

EN-LSTM 55,011,863 400 122h 33 (ES) 

HR-LSTM 115,486,155 250 148h 26 (ES) 

HR-Bi-LSTM 135,392,655 250 303h 50 

 

Table III shows evaluation results, using ROUGE and 
BERTScore metrics. Results show some differences in favor 
of English dataset. Overall, generated summaries were not 
generating correct content, but most topics were well 
captured. 

TABLE III.  EVALUATION USING ROUGE AND BERTSCORE 
     METRICS 

Dataset and 

model 

Rouge 1 

(F1) 

Rouge 2 

(F1) 

Rouge L 

(F1) 

BERTSc

ore (F1) 

EN-LSTM 20.29% 3.41% 15.10% 82.42% 

HR-LSTM 16.91% 2.75% 12.58% 64.94% 

HR - Bi-LSTM 18.71% 3.17% 13.22% 66.17% 

 

This initial attempt was served as the shortcut for training 
to get initial results of the abstractive text summarization 
model for Croatian language. 

VIII.  CONCLUSION AND DISCUSSION 

Main goal of this work is to present different transformer 
architectures for abstractive text summarization. Two type of 
this architecture are mainly used for summarization task: 
sequence-to-sequence and autoregressive transformers. In a 
last few years language models scaled up rapidly from 
millions to billions and lately trillions of parameters and using 
a huge amount of data for training. This, so called large 
language models (LLMs), currently consist of over 100 billion 
of parameters and require immense computational resources. 
As the results, they enable a better generalization in NLP tasks 
that can be fine-tuned with zero or few-shot learning.  

Transformer neural language models require huge datasets 
for training processes, due to the extensive number of 
parameters that need to be set.  

Most summarization models are trained on English 
datasets, with only sporadic models reported for other 
languages. So, there is still open questions in creation of the 
summarization models for languages other than English. 
Moreover, we are still missing studies if transformer-based 
summarization models will perform as good as for English in 
other languages.  

The first question addressed in this work was to determine 
if abstractive summarization model based on transformer 
architecture for Croatian language exist. Among all 
summarization models based on transformer architecture there 
is not reported any model designed especially for the Croatian 
language. 



The second question was to determine how much is 
Croatian language represented in existing multilingual 
datasets, that are used in abstractive summarization tasks. 
Among publicly available summarization dataset, there is no 
reported Croatian dataset for summarization task. Only a few 
transformer models are trained on multilingual or cross-
lingual datasets, where Croatian is represented only as a part 
of one cross-lingual dataset. Specifically, Croatian words are 
under 1% of the data used for training. Hence, Croatian 
language is underrepresented in all existing models and 
datasets for summarization task, and this should be addressed 
in the future. 

The third question was to examine which neural model can 
be the best as starting point for the abstractive state-of-the-art 
summarization training for the Croatian, and which 
characteristics of Croatian summarization dataset are needed. 
According to reported neural models for other languages, the 
reasonable starting point is to select neural model that requires 
smaller scale of data to train the parameters. Hence, the 
preferred model is one with limited number of parameters and 
needed computing resources. Given that, large language 
models will not be considered for training in next stage of the 
PhD work. The reason is restricted access to computational 
resources for training the LLMs. Croatian dataset for 
summarization task still needs to be large, collected from 
different resources and contain different text domains for 
better generalization. That dataset will be used for training of 
one of the smaller summarizations model’s architecture. 
Transformer models can achieve reasonably good results even 
on the smaller scales of parameters: BART-base has only 140 
million of parameters, T5-small has 60 million of parameters, 
Longformer-small has 41 million of parameters. Hence, the 
future work will be focused in training of these models. 

Finally, the first steps in PhD research will be construction 
of the Croatian dataset followed by training of the Croatian 
model for abstractive text summarization task based on 
transformer architecture. 
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APPENDIX A 

 

TABLE IV.   TRANSFORMER MODELS FOR ABSTRACTIVE SUMMARIZATION  

 

Model Size (num of 

params) 

Specification Type Dataset Task Date Created by 

UniLM  pre-trained and fine-tuned. 

UNILM can be configured, using different self-
attention masks to aggregate context for different 

types of language models, and thus can be used 

for both NLU and NLG tasks. 

seq2seq CNN/DailyMail 

and Gigaword abstractive summarization, SQuAD 
question generation, CoQA generative question 

answering, and DSTC7 dialog response generation. 

NLU, NLG, 

abstractive 
summarization  

Oct 2019 Microsoft 

BART Base: 140M 
Large: 406M 

 Seq2seq 160GB, 
-BookCorpus plus English Wikipedia, 

-CC-NEWS 

-OpenWebText, 
-Stories, 

NLP tasks, NLG 
tasks, 

summarization, 

translation, 
comprehension 

Oct 2019 Facebook 

T5 Small: 60M 

Base: 220M 
Large: 770M 

XL: 3B, 11B 

pretrained unsupervised on unlabeled data, fine-

tuning supervised,  
multi-task mixture of supervised and 

unsupervised pre-training  

seq2seq 

 

C4 = Colossal Clean Crawled Corpus – new 

 

text-to-text, NLP 

tasks, 
summarization 

Oct 2019 Google 

BERTSum 118 M modify BERT as a document-level ->BERTSum, 

pre-train data on a BERTSum, fine-tune on 
encoder for extractive summary -> 

BERTSumExt, then fine-tune on decoder -> 

BERTSumExtAbs 

seq2seq CNN/DM 

NYT 
XSum 

extractive/abstractiv

e summarization 

Nov 

2019 

Institute for 

Language, 
Edinburgh 

Pegasus Base: 223M 

Large: 568M 

self-supervised pretrained for abs.summarization 

on large text, 
fine-tuning on 12 downstream datasets, and on 

zero-shot (10…) settings 

seq2seq C4 

HugeNews – new 
 

abstractive 

summarization 

Dec 2019 Google 

 

mBART 680 M self-supervised pre-trained model, trained once 
for all languages. Multilingual. 

fine-tuned for any of the language pairs in 

supervised and unsupervised settings without 
task or language modification (mBART25, 

mBART06= pretrained on 25 or 6 languages) 

seq2seq CC25 – a subset of 25 languages extracted from the 
Common Crawl (CC) 

translation,  
(summarization) 

Jan 2020 Facebook 

Longformer Small: 41M 
large: 102M 

LED: 447M 

pretrained, 
fine-tuned 

decoder-only 
 

encoder-

decoder (LED) 

tairseq 
long document 

LED is evaluated for 
summarization on 

long doc 

Apr 2020 AI2 

GPT-3 Small: 125 M 
Medium: 350 M 

Large: 760 M 

XL: 1.3 B 
GPT-3 175B: 175 

B 

unsupervised pretraining – model as GPT-2 
in-context learning (ICL) during inference: few-

shot (ICL) one-shot and zero-shot learning 

decoder Common Crawl, WebText2, Books1, Books2, 
Wikipedia - for pretraining, 

Lambada dataset for few-shot 

NLP tasks, not 
summarization in 

paper 

Jul 2020 OpenAI 

ProphetNet  pretraining model seq2seq Base model: (16GB) BookCorpus (Zhu et al., 2015) and 
English Wikipedia. 

Large model: (160GB) 

-BookCorpus, English Wikipedia, CC-NEWS, 
OpenWebText, Stories 

CNN/DailyMail, 
Giga- 

word, and SQuAD 

1.1 benchmarks for 
abstractive 

summarization and 

Oct 2020 Microsoft 



question generation 

tasks. 

CTRLSum BART Large: 

406M 

Fine-tuning using ground-truth summary and 

automaticly extracted keyword 

BART 

(seq2seq) 

CNN/DM, arXiv, BigPatent abstractive 

summarization 

Dec 2020 Salesforce 

Research 

BigBird  sparse attention mechanism on encoder side. Pre-
training base model: BigBird+RoBERTa, pre-

training large model: BigBird+Pegasus  

seq2seq ArXiv, PubMed, BigPatent, BBC XSum, CNN/DM abstractive 
summarization of 

long documents 

 

Jan 2021 Google 

mT5 Small: 300 M 
Base: 580 M 

Large: 1.2 B 

XL: 3.7 B,  
XXL: 13 B 

pre-trained on mC4 and fine-tuned on (1) English 
data (zero-shot), (2) (multilingual) machine 

translation from English to X, (3) training 

multitask on all target languages  

seq2seq Common Crawl (101 languages) 
mC4 (>100 languages) 

NLP tasks Mar 2021 Google 

XL-Sum  fine-tuning mT5 model with large XL-Sum 

multilingual dataset 

mT5 backbone 

(seq2seq) 

XL-Sum covers 44 languages, high and low resourced - 

new 

abstractive 

summarization 

Jun 2021 Bangladesh 

University 

GSum BERT/BART extract: highlighted sentences, keywords,salient 

triples, retrieved summary, then use them as a 

guidance in enc-dec training 

BERTAbs, 

BERTExt 

BART, 
MatchSum 

(encoder+encod

er-decoder) 

Reddit, XSum, CNN/DM, WikiHow, NYT, PubMed abstractive 

summarization 

Jun 2021 Carnegie 

Mellon 

SimCLS BART large: 406 
M 

Pegasus large: 

568 M 

generate-then-evaluate two- 
stage framework with contrastive learning, 

seq2seq model creates candidates, then 

evaluation model is trained to rank the candidates 
with contrastive learning. 

BART and 
Pegasus 

(seq2seq) 

CNN/DM 
XSum 

abstractive 
summarization 

Jun 2021 Carnegie 
Mellon 

Gopher 44M 

117M 
… 

Gopher: 280 B 

Pretrained on unlabeled dana, then using fine-

tuning, few-shot or zero-shot setting for different 
tasks (dialogue use fine-tuning/ few-shot prompt) 

Evaluate on MMLU and Big-bench 

decoder-only 

(autoregressive) 

MassiveText (MassiveWeb, Books, C4, News, GitHub, 

Wikipedia) - new 

mathematics, logical 

reasoning, general 
knowledge, 

scientific 

understanding, 
ethics, reading 

comprehension, 

+ NLP 

Jan 2022 Google 

DeepMind 

LaMDA 2 B 
… 

173 B 

pre-training on unlabeled text, fine-tuned on 
application-specific dialog.  

On scaling model - observing three key metrics: 

quality, safety, and groundedness 

decoder-only Infiniset- dialog data from public dialog data and other 
public web documents. It consists of 2.97B documents, 

6.25% 

Non-English web documents. The total number of 
words in the dataset is 1.56T. 

dialog Feb 2022 Google 

ST-MoE ST-MoE-L:  

4.1 B 
ST-MoE-32B: 

269 B 

Stable and Transferable Mixture-of-Experts 

(MoE) and Switch Transformers – design for 
energy efficient transformers. pretrain a sparse 

model and fine-tune it across NLP benchmark 

seq2seq Dataset from GLaM: reasoning (SuperGLUE, ARC 

Easy, ARC Challenge), summarization (XSum, 
CNN-DM), closed book question answering (WebQA, 

Natural Questions), and 

adversarially constructed tasks (Winogrande, ANLI R3) 

reasoning, 

summarization, 
closed book 

question answering, 

and adversarially 
constructed tasks 

Apr 2022 Google Brain 

T0 3 B 

11 B 

Based on T5. Pre-trained in supervised and 

multi-task fashion, NLP tasks are converted into 
prompted form, to achieve better generalization, 

then use zero-shot task.  Evaluate on Big-bench 

seq2seq  Hugging Face datasets NLP tasks: natural 

language inference, 
coreference, word 

sense 

disambiguation, 
sentence 

completion, 

+ BIG-bench tasks 

Mar 2022 Hugging 

Face, Brown 



Chinchilla 70 B Pretrained on unlabeled dana, then using fine-

tuning, few-shot or zero-shot setting for different 

tasks (dialogue use fine-tuning/ few-shot prompt) 

Evaluate on MMLU and Big-bench 

decoder-only 

(autoregressive) 

MassiveText (MassiveWeb, Books, C4, News, GitHub, 

Wikipedia) 

language modelling, 

reading 

comprehension, QA, 

common sense, 
MMLU, 

big-bench 

Mar 2022 Google 

DeepMind 

PRIMERA 447M pre-trained for unlabeled multi-document 

summarization, fine-tuned on zero- few-shot and 
full-supervised settings 

Longformer ED 

backbone 
(encoder-

decoder) 

Newshead multi-document 

summarization 

Mar 2022 AI2 

BRIO BART Large: 
406M 

Pegasus Large: 

568M 

generate candidate summaries from generation 
model, and fine-tune BRIO model on candidate 

summaries using different datasets; few-shot 

fine-tuning 

BART or 
Pegasus 

backbone 

(seq2seq) 

CNN/DM 
XSum 

NYT 

abstractive 
summarization 

May 
2022 

Yale, 
Carnegie 

OPT 125 M 

175 B 

unsupervised pre-training and evaluation using 

zero-shot, one-shot, few-shot settings on different 

tasks 

decoder only 

LLM 

BookCorpus, Stories, CCNews, thePile, PushShift,io 

Reddit 

NLP tasks, not 

summarization 

Jun 2022 Facebook 

Meta AI 

GLaM 130 M 
1.7 B 

… 

1.2 T 

feed-forward vs MoE (Mixture-of-Experts) 
layers. Pre-training. Zero-shot, one-shot, few-

shot learning.  

 

decoder-only dataset of 1.6 
trillion tokens Filtered Webpages, Wikipedia, 

Conversations, Forums, Books, News - GLaM dataset 

NLP tasks, NLG 
benchmark: 

TriviaQA, NQS, 

WebQS, SQuADv2, 
LAMBADA, 

DROP, QuAC and 

CoQA. 

Aug 
2022 

Google 

PaLM 8 B 

62 B 

540 B 

end-to-end model training 

multilingual 

pretrained, 

fine-tuned, few-shot language understanding and 

generation.  

Evaluate on MMLU and Big-bench 
 

decoder-only dataset based on LaMDA and GLaM, 

multilingual Wikipedia, filtered webpages 

(multilingual) 

code from GitHub (24 prog.lang) 

780 billion tokens, 124 lang, 78% eng. 

reasoning, 

translation,QA, 

mathematics NLG, 

summarization 

included 

 

Oct 2022 Google 

Galactica 125 M 

1.3 B 

… 
120 B 

pre-training -> prompt pre-training (zero-shot 

task prompts) to boost performance and 

maximize generality -> instruction tuning -> 
fine-tuning 

 

decoder-only papers: arXiv, PMC, Semantic Scholar, PubMed, 

bioRxiv, … Wikipedia, Khan Academy, …, Common 

Crawl, GitHub code, … 

scientific task, 

common sense 

reasoning, math 

Nov 

2022 

Facebook 

Meta AI 

Flan-PaLM 8 B 
62 B 

540 B 

fine-tuning by scaling tasks, model size; fine-
tune CoT, 

evaluate on Big-bench and MMLU 

PaLM backbone 
(decoder-only) 

 

(or T5) 

Muffin, T0-SF, Natural Instructions v2, Reasoning multi-step 
reasoning, 

NLP tasks. 

Dec 2022 Google 

LLaMa 7 B 

13 B 

33 B 
65 B 

pre-training 

few-shot  

zero shot 
instruction fine-tuning 

evaluate on MMLU benchmark 

seq2seq CommonCrawl, C4, GitHub, Wikipedia, Books, ArXiv, 

StackExchange 

common sense 

reasoning, QA, 

math, reading 
comprehension, 

code generation 

Feb 2023 Facebook 

Meta AI 

UL2 167M decoder 

335M enc-dec 
scaling up to 20B 

for fine-tuning, 

few-shot, one-
shot, zero-shot, 

ICL reasoning 

supervised fine-tuning, 

in-context learning, chain-of-thought prompting 
and reasoning task, MoD,  

UL2 decoder 

only 
UL2 encoder-

decoder 

C4 

 

NLP tasks, language 

generation -> 
summarization 

Feb 2023 Google 

        



BLOOM BLOOM-560M 

BLOOM-1.1B 

… 

BLOOM: 176B 
BLOOMZ: 176B 

BLOOM is pre-trained on ROOTS. 

BLOOMZ = multilingual, multitask fine-tuned 

model. 

Evaluation: zero-shot and few-shot settings 
prompts 

decoder-only ROOTS corpus (46 natural languages, 13 programming 

languages) 

For fine-tuning BLOOMZ: 

P3 =Public Pool of Prompts is extended with more 
languages (xP3) 

SuperGLUE, 

machine translation, 

abstractive 

summarization 

Jun 2023 BigScience 

Z-Code++ Large: 710 2 phase pre-training (NLU + supervised 

summarization), fine-tuned in zero-shot and few-

shot settings. Deal with multilingual (5 lang), 
low resource summarization task and long 

sequences. 

seq2seq mC4 for multilingual (same as mT5) abstractive 

summarization 

Jul 2023 Microsoft 

        
 

 

 

 



APPENDIX B 

 

TABLE V.  DATASETS FOR SUMMARIZATION TASK   

 

Dataset  Num of docs Avg len text 

(#tokens) 

Avg len 

summary 

(#tokens) 

Type 

Gigaword 3.8 M 31 8 news 

Newsroom 1.3 M 659 27 news 

X-Sum 240 K 431 23 news 

NY Times 655 K 530 38 news 

CNN/ Daily Mail 300 K 781 56 news 

Multi-News 56 k 2103 263 news, multidocument 

XWikis 213,911 945 77 Wiki, cross-lingual 

EUR-Lex-Sum 1,500 x 24 400-1 000 000 170-3000 legislative, cross-lingual 

WikiMulti 157,014 1078 112 cross-lingual 

WikiLingua 770k 391  39 cross-lingual 

XL-Sum    news, multilingual 

ML-SUM 1.5M+ 812  34 news, multilingual 

BookSum 436 112885 1167 books 

BookSum 

(paragraphs) 

142,753  160 41 books 

WikiHow 230,843 101 42 Wiki 

AESLC    conversation 

DialogSum 13,460 131 14 conversation 

SAMSum 16k 400 100 conversation 

Reddit TIFU 122,933 Short: 342 

Long: 433 

Short: 9 

Long: 23 

conversation 

WikihowQA 100 k   QA 

BigPatent 1.3 M 3573 116 patents 

Pubmed 133 k 3224 214 scientific 

ScisummNet 1 k  151 scientific 

ArXiv  215 K 4938  220 scientific 
 


