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Abstract: Human action recognition (HAR) is a challenging task in Artificial Intelligence that can be used 

for recognizing players’ actions and teams’ activities in different sports such as volleyball, basketball, 

soccer, hockey, tennis, etc. Because there are no detailed overviews of HAR that include application in 

sports, such overview is presented in this paper as the main contribution. Furthermore, different 

methods for HAR implementation are mentioned, and popular public datasets for that purpose are 

presented. Additionally, an experiment on implementing HAR in handball is presented.  
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1. Introduction 

Artificial intelligence (AI) is one of the biggest branches of computer science, whose main concept is to 

build intelligent systems that can perform tasks which require human intelligence, or in other words, 

to build machines which can behave like a human, think like a human, and be able to make decisions 

on their own [1]. One aspect of AI is to process visual data such as images and videos in the way humans 

do, to see an image or a video, extract useful information from it, and to understand its content [2]. 

This compelling field, called Computer vision (CV), is growing continuously due to big amounts of visual 

data uploaded online on a daily basis. For example, more than 3 billion images are uploaded every day 

on social networks like Instagram and Facebook, and hundreds of hours of videos are uploaded on 

YouTube, perhaps the largest search engine with videos. What also contributes to the exponential 

growth of CV are better hardware and easily accessible open source machine learning works of big 

companies doing AI research like Google [3], Facebook [4] , and Microsoft [5]. In other words, the 

growth of CV is based on greater computer power and no need to start everything from scratch, which 

in turn leads to less time spent on experiments (experiments that used to take weeks, now take only 

hours, or even minutes). Some of the main tasks of CV are to recognize whether there is an object or 

an action in the image or video (validation), which category it belongs to (classification), where it is 

situated (detection), and which pixels belong to the object (segmentation) [6]. The task of human 

action recognition (HAR), which is the focus of this paper, is to recognize which human actions are in a 

video, at what time they occur, and where they are located. In order to accomplish that, the field of 

CV closely interacts with the fields of Image processing and Machine Learning (ML). Image processing 

is used for normalizing photometric properties of visual data, removing digital noise, data 

augmentation, etc., and is not concerned with understanding the content of visual data. However, 

when it comes to understanding the content and automatization of CV tasks, the most important fields 

are ML and its subfield Deep Learning (DL) [6]. Before ML, computer vison tasks required a lot of 

manual coding and effort by developers (manually annotating a large amount of key points and 

measurements that define the unique characteristics of an object, and then comparing the results with 

little automation involved), but introducing the ML and later DL methods, that changed. Nowadays, 

due to innovations with neural networks that extract features automatically, the CV tasks are not only 

easier and faster to implement, but they also achieve better results (recent leap of the accuracy value, 

from 50% to nearly 99% [7]). Figure 1 shows the interaction of the mentioned fields in order to 

accomplish the HAR task.  

 

Figure 1.Human action recognition is part of different fields in Artificial Intelligence 
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In the next section, there is an introduction to human action recognition, what data can be used, which 

types of action exists, where HAR can be applied, what are the challenges, and how the process can be 

described. Then, different methods of HAR implementation are enumerated, and different public 

datasets available for the purpose of HAR are presented. The main contribution of this research is in 

section “HAR in sport domain”, where is explained in which way HAR can be used in sport domain, and 

where an overview of HAR implementation in different sports with two players, such as tennis and 

badminton, or team sports, such as volleyball and soccer, is presented. In section “HAR experiment” is 

presented an HAR implementation on a handball dataset. In the last section, there is a conclusion and 

further work for HAR implementation in handball. 

 

2. Human action recognition (HAR) 

The goal of human action recognition is to understand, like a human, human actions taking place in a 

video. Some simple actions, like standing, could be recognized using just a single frame (image), but 

human actions are mostly much more complex and take place over a period of time; therefore, they 

need to be studied through consecutive frames (video). Due to successful results with image 

classification and object detection focusing on images, many researchers seek to expand the 

knowledge they gained on two-dimensional space to three-dimensional that include the temporal 

dimension.  

According to the complexity of a human action, actions can be categorized as (1) primitive, actions that 

indicate basic movements like standing, lifting a hand, or any kind of gestures; (2) single person, more 

complex actions that consist of movements of the person, like walking, running, or jumping; (3) 

interaction, actions that involve objects, for example throwing a ball, dribbling, or picking a box; (4) 

group activity, actions that involve at least two persons performing a primitive action, single action, or 

interaction with objects, or a combination of them, for example, passing a ball or meeting. 

The problems of action recognition can vary widely considering different applications and different 

data selection, so there is no single approach that suits all the challenges one may encounter. The 

studied applications cover many domains. For example, in the healthcare domain we can find 

applications in hospitals to detect heart attacks of patients, or in elderly houses to detect some 

abnormal activities or falling; in education, to detect presence of students; in video surveillance, to 

detect abnormal activity, in gaming and sports, to make players’ behavior analysis, and in other 

domains such as content-based video summarization, entertainment, and human-computer 

interaction. Most of these applications are focused on RGB visual data, but there are also two other 

data types used for HAR, depth and skeleton data. HAR using RGB visual data is a demanding task due 

to limited understanding of biological vision, limitations with data, a lot of things happening 

simultaneously on the scene, cluttered background, different points of view for the same action, 

complexity of actions, occlusion, scaling, illumination, camera motion, etc., but by introducing other 

data like depth, some of these challenges may be overcome or at least seen from a different 

perspective.  
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2.1. HAR implementation 

The process of HAR, presented in Figure 2, begins with data preparation, or in other words, data 

collection, data labeling, and data preprocessing such as removing digital noise, followed by feature 

extraction, mandatory if a ML-based technique is later implemented, or optional if a DL-based one is 

implemented. To implement an ML or DL technique, the dataset first needs same preparations, 

dimensionality reduction if it is required, and then splitting the data into training and testing sets. After 

implementing it, the obtained results need to be compared with the ground-truth data to evaluate the 

model. The performance evaluation is most often represented with confusion matrix and accuracy. 

Based on the descripted process, the HAR implementation can be divided into two categories: the 

traditional hand-crafted feature based, and the deep learning based.  

 

 

Figure 2. The HAR process 

 

2.1.1. Implementation based on traditional hand-crafted features 

Methods based on hand-crafted features involve two main steps. A feature extraction along with 

dimensionality reduction if needed, and classification. Feature extraction can be described as a pre-

processing part to remove redundant part from the data. Features are divided into low-level and high-

level features. The key points for low level features are corners, edges, or contours, while for high level 

features is important to include domain-knowledge to get structured information related to the action 

being taken [8]. Various features that can be extracted for the purpose of HAR are shown on Figure 3, 

and described in the survey [7]. 
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Figure 3. Feature representation [7] 

The step of feature extraction in HAR may allow to identify the object movement in the scene, but 

these descriptors do not provide an understanding of the actions. Therefore, classification techniques 

must be used. In Figure 4, are shown different ML based techniques that can be used in HAR purpose, 

such as Support Vector Machine (SVM) and Hidden Markov Model (HMM). Description of ML based 

techniques and the overview of belonging HAR implementation can be found in [7].  

 

Figure 4. Machine Learning based methods [7] 

Actions in HAR can also be classified, after feature extractions, using different DL-based techniques, 

although DL-based techniques are more often used on their own.  
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2.1.2. Implementation based on deep learning  

Different from methods based on hand-crafted where features are engineered and pre-defined [9], 

DL-based methods are capable of automatically processing raw image and video data for feature 

extraction, description, and classification of HAR [10]. For example, a neural network that learns to 

classify labeled actions will contain in its hidden layers a representation of the input data that can be 

used as features to represent such data [9].  

One of the most popular models being used in DL-based implementation of HAR is the Convolution 

Neural Network (CNN). Along with CNN, widely used networks for the HAR task Recurrent Neural 

Network (RNN), Long Short-Term Memory (LSTM), Deep Belief Network (DBN), as well as Generative 

Adversarial Network (GAN). Description of DL-based techniques and the overview of belonging HAR 

implementation can be found in [7]. 

 

The main differences between the two implementations DL-based and hand-crafted based are: in the 

DL-based one, preprocessing phase is not required because deep learning eliminates the manual 

feature extraction phase because the network extract features directly from images during training, 

but DL requires larger dataset to compensate large size of hidden layer, it takes more time to train, 

and so demands the use of accelerators like Graphics Processing Unit (GPU ) and Tensor Processing 

Unit (TPU). 
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2.2. HAR datasets 

To evaluate the performance of HAR implementation there is a need of labeled data. Besides custom 

datasets that one can do on their own, there are some common public datasets available for the task 

of HAR. Table 1 presents popular datasets for HAR in chronological order, with the type of data used, 

number of samples, number of actions, and a brief description.  

Table 1. Popular datasets for HAR 

Dataset Year 
Type of 
data 

No. of 
samples 

No. of 
actions 

Description 

KTH [11] 2004 RGB 2391 6 Contains of six types of human actions (walking, 
jogging, running, boxing, hand waving, and hand 
clapping) performed several times by 25 people in 
four different scenarios. 
The sequences were down sampled to the spatial 
resolution of 160x120 pixels and have a length of four 
seconds in average. 

Weizmann [12] 2005 RGB 4500 10 Contains sequences recorded with stationary camera, 
showing ten different people, each of which 
performing 10 different actions: walking, running, 
skipping, bending, jumping jack, jumping forward on 
two legs, jumping in place on two legs, galloping 
sideways, waving one hand and waving two hands. 

IXMAS [13] 2006 RGB 1148 14 A multi view dataset (5 cameras) with 14 daily actions 
(nothing, crossing arms, checking watch, scratching 
head, getting up, turning around, throwing, sitting 
down, walking, waving, kicking, punching, pointing 
and picking up) performed by 11 actors. 

HOLLYWOOD 2 [14] 2008 RGB 3.669 12 A dataset obtained from different movies containing 
eight actions (get out car, answer phone, handshake, 
hug person, sit down, sit up, stand up, kiss, run, 
driving car, eat, and fight. 

UCF 11 YouTube Action 
[15] 
 

2009 RGB 1.160 11 It contains 11 action categories: basketball shooting, 
biking/cycling, diving, golf swinging, horseback riding, 
soccer juggling, swinging, tennis swinging, trampoline 
jumping, volleyball spiking, and walking with a dog. 
For each category, the videos are grouped into 25 
groups with more than 4 action clips in it. The video 
clips in the same group share some common features, 
such as the same actor, similar background, similar 
viewpoint, and so on. 

HMDB51 [16] 2011 RGB 6.766 51 Contains videos manually labeled and extracted from 
different sources, such as Google videos, YouTube and 
the Prelinger archive. It is divided into 51 action 
classes, grouped in five types: body motion for human 
interaction, general body motion, facial actions with 
object manipulation, general facial actions, and body 
motion with object interaction 

UCF 50 [17] 2012 RGB 6.618 50 Extension of UFC 11 that contains realistic videos 
taken from YouTube and consist of 50 action 
categories (for example: Biking, Diving, Drumming, 
Playing Guitar, High Jump, , Horse Riding, Hula Hoop, 
Javelin Throw, Juggling Balls, Jump Rope, Pizza 
Tossing, Skate Boarding, Skiing, Skijet, etc.) 

UCF 101 [18] 2012 RGB 13.320 101 Extension of UCF50 that contains 101 action classes. 
The action categories can be divided into five types: 
Human-Object Interaction, Body-Motion Only, 
Human-Human Interaction, Playing Musical 
Instruments, and Sports. 

MSR DailyActivity 3D [19] 2012 RGB, 
depth, 
skeleton 

320 16 Dataset captured by a Kinect device that contains 16 
activity types: drink, eat, read book, call cellphone, 
write on a paper, use laptop, use vacuum cleaner, 
cheer up, sit still, toss paper, play game, lay down on 
sofa, walk, play guitar, stand up, sit down. If possible. 
Each subject performs an activity in two different 
poses: “sitting on sofa” and “standing”. 
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Northwestern-UCLA [20] 2014 RGB, 
depth, 
skeleton 

1.475 10 Data captured simultaneously by three Kinect 
cameras. This dataset includes 10 action categories: 
pick up with one hand, pick up with two hands, drop 
trash, walk around, sit down, stand up, donning, 
doffing, throw, carry. Each action is performed by 10 
actors. Data is taken from a variety of viewpoints 

MHAD [21] 2014 RGB, 
depth, 
skeleton 

861 27 Contains a set of activities that have dynamic body 
movements. Some activities have dynamics in both 
upper and lower extremities. In this dataset, image 
resolution is 640 × 480 

NTU-RGB+D [22] 2016 RGB, 
depth, 
skeleton 

56.880 60 Contains 60 actions performed by 40 subjects, with 80 
different views.  

MultiTHUMOS [23] 2017 RGB 38.690 65 Contains dense, multilabel, frame-level action 
annotations for 30 hours across 400 videos. 38,690 
annotations of 65 action classes, with an average of 
1.5 labels per frame and 10.5 action classes per video. 

HACS [24] 2019 RGB 1.5M 200 Large-scale dataset for recognition and temporal 
localization of human actions collected from Web 
videos. 
It has 504K videos retrieved from YouTube and then 
trimmed in a total of a total of 1.5M clips of 2-second 
duration. 

Kinectics 700-2020 [25] 2020 RGB 650.000 700 Kinects is a collection of large-scale datasets (with 
400/600/700 human action classes depending of 
version) taken from YouTube. The videos include 
human-object interactions such as playing 
instruments, as well as human-human interactions 
such as shaking hands and hugging. Each clip is human 
annotated with a single action class and it lasts around 
10 seconds. 

 

Two well-known datasets, that are used as benchmark for HAR implementation, are KTH and 

Weizmann. They were introduced in the early 20th century, and, compared to today’s datasets, such 

as HACS and Kinectics 700-2020, they contain a small number of action classes and number of samples. 

The KTH dataset consists of 6 classes, and todays Kinectics dataset has 700 different classes, that is, 

116 times more classes. Comparing samples of KTH (2.391) and HACS (1.5M), in HACS we have 6.273 

times more samples.  

It should be emphasized that for effective evaluation of HAR techniques there must be used a dataset 

that describes actions in a realistic way with all the challenges possible, but many of them are recorded 

in controlled environments. Although, there are more and more realistic ones taken from web videos 

and movies, there is not a unique dataset that present all scenarios possible, so to evaluate the 

performances of HAR researchers must use different public datasets or create some on their own for 

the domain they are working on.  

 

2.2.1. Sport datasets 

For HAR in sport domain there are three popular public action datasets: UCF Sports Action Data Set 

[8], Sports-1M Dataset [26], and Olympic Sports Dataset [27].  

The UCF Sports Action Data Set, shown in Figure 5, consists of a set of actions collected from various 

sports which are typically featured on broadcast television channels. The dataset includes a total of 

150 sequences with the resolution of 720 x 480 and frame rate 10fps. The dataset includes 10 actions: 

Diving, Golf Swing, Kicking, Lifting, Riding Horse, Running, SkateBoarding, Swing-Bench, Swing-Side, 

and Walking. 
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Figure 5. UCF Sports Action Data Set  [8] 

The Sports-1M dataset contains 1,133,158 video URLs which have been annotated automatically with 

487 sports labels using the YouTube Topics API. Some examples of sport labels are shown in Figure 6. 

 

Figure 6. Sports-1M Dataset [26] 

The Olympic Sports Dataset contains video sequences of athletes practicing different sports. The 

videos are taken from YouTube and annotated with the help of Amazon Mechanical Turk. The current 

release contains 16 sports shown on Figure 7. 

 

Figure 7. Olympic Sports Dataset [27] 

These datasets are used for recognizing different sport actions such as bowling, swimming, or running, 

that have specific background that can help in recognizing the action. More challenging is to recognize 

action regarding one sport domain, but in that case, there is a problem of not having public dataset 

disponible. Therefore, when performing HAR on a certain sport domain, a lot of researchers creates 

appropriate dataset for that task on their own, as can be seen in the next chapter where different HAR 

implementation are described.   
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3. HAR in sport domain 

Human action recognition in sports is commonly used to make automated statistical analysis about a 

sport match, such as the number of occurrences of a given action (e.g. number of shoots on a goal 

frame). But more importantly, is used to analyze tactics, key-stages in the game, or follow the activity 

(e.g. running distance) and performances of a player. This analysis can help the players and their 

trainers to find key elements of technique that should be adopted to achieve better results. The 

trainer, when it comes to team sports, should keep track of all the players on the field and all the action 

they perform, especially in which way they perform it. Therefore, with an automatic system that can 

track all of this, players could be even more successful. It should be emphasized that this is a 

challenging task for a computer because a lot of players is being on the sports field at the same time 

performing different actions simultaneously, which causes problems such as occlusion and cluttered 

scenes.  

In this research, that is focused on sport domain, actions will be distinguished from activities, as shown 

in Figure 8. When there is a primitive action, single person action, or interaction with an object it is 

classified as action, but when more players are involved, and they perform some combination of the 

aforementioned actions is classified as activity.  

 

Figure 8. HAR in sport domain, action vs activity recognition 

 

There are different sports on which researchers are focused today, the one played with two players, 

such as tennis, and the one played in teams, such as basketball, soccer, baseball, hockey, volleyball, 

handball etc.  

In sports with two players, there are only action recognition with interaction. In sports like tennis, 

badminton, and table tennis, there is a player interacting with a racket and a ball.  

In team sports there can be all the combination of action and activity recognition. For example, for 

action recognition in handball as primitive is standing, for single person running, for interaction shot 

and jump-shot that includes the player interacting with a ball. For activity recognition the examples 

can be passing (a combination of actions, two players doing a single person action – running, and 

simultaneously performing interaction action with a ball - throwing/catching), crossing involving three 

players, or defense involving more team players.  
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3.1. Overview of HAR implementation in different sports 

An overview of different HAR implementation in sports is presented, divided into two categories: 

sports with two players and team sports.  

 

3.1.1. Sports with two players  

Tennis 
At the very beginning of the 20th century, a couple of authors tried to recognize player's actions in 

broadcast tennis videos. In [28], authors proposed an automatic annotation method of sports video 

for content-based retrieval. Players' actions are analyzed by 2D appearance-based matching using the 

transition of players' silhouettes and Hidden Markov model. The main actions of which the researchers 

focused are foreside-swing, backside-swing, and overshoulder-swing. Later in [29], improved their 

method by combining player and ball position, but ball detection and tracking were difficult due to 

poor quality of videos. 

Guided by their work, authors of [30], had focused on two basic actions left-swing, and right-swing, 

which covers 90% player's behavior in tennis. The main challenge where the far-view frames, when a 

player figure might be only 30 pixels tall. They proposed a player action recognition model based on 

motion analysis where they treat optical flow as spatial patterns of noisy measurements instead of 

precise pixel displacements, and they propose a framework combining players’ action recognition with 

other multimodal features for semantic and tactic analysis. They accomplished better results than the 

appearance-based approaches for that time.  

In [31], they implemented transductive transfer learning methods for action classification. Actions, in 

their work, are described using HOG3D features and for transfer they used a method based on feature 

re-weighting and a method based on feature translation and scaling. They applied it for action 

classification in tennis games for ‘non-hit’, ‘hit’ and ‘serve’ actions. They worked on non-publicly 

available data.  

With the development of DL and with introduction of the THETIS dataset [32] more researchers 

focused on HAR in tennis. The mentioned dataset contains 1980 RGB videos of 12 tennis actions 

performed three times by 55 different players. Actions are performed using a tennis racket but there 

is no tennis ball in the videos. The 12 actions are: backhand (with two hands), backhand, backhand 

(slice), backhand (volley), forehand (flat), forehand (open stance), forehand (slice), forehand (volley), 

service (flat), service (kick), service (slice), smash. 

In [33], is proposed a model that considers the per-frame motion to be regarded as a word (within an 

alphabet of possible motions), and the sequence of frames as a phrase whose meaning is determined 

by the words given in a specific order. This feature extraction mechanism allows a semantic treatment 

of the classification stage using Conditional Random Fields. The system was applied on the RGB videos 

of the THETIS dataset. 

Recent researchers, as [34], focused on the fine-grained action recognition in tennis. In their model, 

videos are represented as sequences of features, extracted using the Inception neural network, trained 

on an independent dataset. Then a 3-layered LSTM network is trained for the classification. They test 

their results on THETIS dataset. 
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In [35], researchers explored the possibilities of using convolutional neural networks to recognize the 

type of tennis shots. They compared Inception-v3 [36] and MobileNet networks [37]. The focus was on 

action recognition of the following actions: backhand preparation phase, backhand shot, forehand 

preparation phase, forehand shot, and non-shot. MobileNet network achieved better results. 

In [38], authors proposed weighted LSTM adopted with convolutional neural network representations 

for three-dimensional tennis shots recognition. First, the local two-dimensional convolutional neural 

network spatial representations are extracted from each video frame individually using a pre-trained 

Inception network. Then, a weighted LSTM decoder is introduced to take the output state at time t 

and the historical embedding feature at time t-1 to generate feature vector using a score weighting 

scheme. Finally, they use the adopted CNN and weighted LSTM to map the original visual features into 

a vector space to generate the spatial-temporal semantical description of visual sequences and classify 

the action video content. The model was applied on THETIS dataset.  

Badminton 
In [39], researchers tried to recognize 10 badminton actions from 300 depth map sequences acquired 

by Microsoft Kinect sensor. Bone orientation details of badminton players were computed and 

extracted in order to form a bag of quaternions feature vectors. After conversion to log-covariance 

matrix, the system is trained, and the badminton actions are classified by a SVM classifier. 

In [40], authors proposed an approach for badminton stroke recognition using dense trajectories and 

trajectory aligned HOG features which are calculated inside local bounding boxes around players. A 

four-class SVM classifier is then used to classify badminton strokes from video footages to be either 

smash, forehand, backhand or other.  

In [41], for automatic action recognition in badminton, researchers inserted a sensor chip into the 

badminton racket to collect the data of ten major badminton actions. The best results they achieved 

with the proposed AFEB-AlexNet, then with AlexNet [42], and then with the LSTM networks.  

In [43], researchers developed a model for automated badminton action recognition from images of 

two classes, hit and non-hit action, using the deep learning pre-trained AlexNet for features extraction 

and linear Support-Vector Machine (SVM) to classify them. Before pre-trained AlexNet was directly 

extracting the features, they introduced a new local CNN extractor in recognition pipeline. 

Later in [44], they compared, for the same two actions, four different pre-trained models of deep CNN: 

AlexNet, GoogleNet [45], VggNet-16 and VggNet-19. The models were evaluated by plotting its 

performance accuracy in form of confusion matrix. The result shows that the GoogleNet model has 

best performances.  

In [46], the goal was to formulate an automated system for badminton smash recognition on 

broadcasted videos using pre-trained CNN methods. Smash and other badminton actions such as clear, 

drop, lift and net shot were studied. They performed two experiments. The first experiment is the 

study on the performance between four different existing pre-trained models which is AlexNet, 

GoogleNet, VggNet-16 and VggNet-19 in recognizing five actions. The results show that the pre-trained 

AlexNet model has the highest performance accuracy. The second experiment is the study on the 

performance of two different pre-trained models which is AlexNet and GoogleNet to recognize smash 

and non-smash action only. The results show that the pre-trained GoogleNet model produces the best 

performance in recognizing smash action. 

In [47], on the same badminton dataset, they extracted features using Alexnet but introducing a new 

local feature extractor technique that extracts features at the fc8 layer. Features were being classified 
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using SVM. The experiment was repeated using a normal global feature extractor technique. Lastly, 

both local and global feature extractor techniques were repeated using GoogleNet CNN model to 

compare the performance between AlexNet and GoogleNet model. The results showed that the new 

local feature extractor using AlexNet CNN model has the best performance. 

Table tennis 
In [48], authors used Wi-Fi signals to recognize nine different actions in table tennis. They used a 

discrete wavelet decomposition to decompose the Wi-Fi signal in combination with SVM, and later 

with KNN, used to classify the actions. Wi-Fi devices provide channel status information for the Wi-Fi 

installation. By recording information on the status of the carrier between the transmitter and the 

receiver, such installations can reflect very well the changes in the wireless signal, and then obtain 

fine-grained wireless signal measurements.  

In [49], authors used action recognition to annotate sport videos with different strokes in table tennis. 

They used K-means to classify the Optical Flow singularities into six clusters in combination with spatial 

information, and later with HOG features, and then used cross-validated linear SVM to classify the 

actions. The dataset obtained is called MediaEval 2019. 

In [50], author applied Siamese Spatio-Temporal Convolutional neural network for the purpose of 

recognition of 20 table tennis strokes, actions with low inter-class variability. Their model takes as 

inputs a RGB image sequence from their own TTStroke-21 dataset (129 videos representing 94 hours 

of table tennis game), on which is computed Optical Flow. After 3 spatio-temporal convolutions, data 

are fused in a fully connected layer of a proposed Siamese network architecture.  

Later, in [51], based on previous research, a temporal segmentation of table tennis strokes in videos is 

performed, based on temporal sliding windows and their aforementioned classifier (performed both 

detection and classification simultaneously). In [52], from the optical flow, a region of interest-ROI-is 

inferred. Their classifier is then feed by RGB and optical flow ROIs stream to give a probabilistic 

classification over all the table tennis strokes 

In [53], working on the same data, they present a new architecture, a Twin Spatio-Temporal 

Convolutional Neural Network for the same purpose, The proposed Twin architecture is a two stream 

network both comprising 3 spatiotemporal convolutional layers, followed by a fully connected layer 

where data are fused. 

 

3.1.2. Team sports 

Soccer 
In the begging of the 20th century, in [54] is presented a multi-view action recognition framework able 

to extract human silhouette clues from different synchronized static cameras and then to validate 

them by analyzing scene dynamics. They implemented the neural recognition of the human body 

configuration by using a novel mathematical tool called Contourlet transform, and then performed 3D 

ball and player motion analysis. They then merged the outcomes to accomplish the final player action 

recognition task. 

In [55], is proposed a local motion-based approach for recognizing group activities in soccer videos. 

Given the SIFT key-point matches on two successive frames, they proposed a method to group these 

key-points into the background point set (to estimate camera motion) and the foreground point set 

(to represent group activities). After camera motion compensation, they applied a local motion 

descriptor to characterize relative motion between corresponding key-points on two consecutive 
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frames. The novel descriptor is effective in representing group activities since it focuses on local motion 

of individuals and excludes noise such as background motion caused by inaccurate compensation. 

Later in the 20th century, in [56], is introduced a dataset called SoccerNet for action spotting in soccer 

videos collected from online sources. The action that are annotated can be categorized in goals, cards, 

and substitutions. The dataset includes 6637 samples of actions. The feature extraction was performed 

with an 3D CNN [57], I3D [58] , and ResNet [59]. They classified the action with different number of 

clusters for different pooling methods (mean pooling and max pooling, custom CNN, SoftDBOW, 

NetFV, NetVLAD and NetRVLAD [60]). 

In [61], is introduced the pose-projected action recognition hourglass network (PARHN) for performing 

player-level action recognition in soccer. It includes an embedded pose projection component that 

regularizes the numerical range of the player's pose vector and incorporates the temporal information 

by having a parallel structure for extracting projected pose vectors from all frames of an input 

sequence and also by using Long short-term memory (LSTM) layers to integrate the pose vectors across 

the input frames. They introduced a dataset SAR4 that includes 1292 video sequences for goalkeeper 

diving, player shooting, receiving pass, and giving pass actions.  

In [62], authors used action recognition for summarizing long soccer videos. The recognition of five 

actions (centerline, corner-kick, free-kick, goal action, and throw-in), defined in their dataset Soccer5, 

was implemented by training an LSTM network on extracted soccer features using a ResNet based 3D-

CNN.  

In [63], s proposed a deep learning based fine-grained action recognition method to analyze 132 soccer 

training videos for evaluating whether a player has stopped a soccer ball successfully or not (2543 ball-

stopping actions annotated), that is, for an human-object (player-ball) interaction. Because for these 

two actions, the motions and the scenes have no obvious difference, it is important to consider 

difference in the human-object interaction motions. A cascaded scheme of deep networks based on 

the object-level trajectories is proposed, constructed by concatenating a YOLOv3 network for 

detection with a classifier LSTM based network 

In [64], researchers proposed a framework that automatically recognize actions of players in live soccer 

game which will be helpful for text query based video search, for extracting stats in a soccer game and 

to generate textual commentary and the Soccer-8k dataset which consists of different action clips in 

the soccer play.  

In [65], authors researched group activity recognition for video data in soccer. They proposed self-

attention models to learn and extract relevant information from a group of soccer players for activity 

detection from both trajectory and video data. They explicitly modeled interactions between players 

and ball, and for visual data as backbone they used I3D CNN. I3D models trained on the whole frame 

performed better than directly modeling player interactions using transformers or Graph 

Convolutional Neural Networks [66]. They used a dataset of 74 soccer games from the 2018-2019 

English Premier League and focused on detecting pass, shot and reception.  

In [67] author researched individual action and group activity recognition in soccer video. He proposed 

a method that infers both eight individual actions and eleven group activities simultaneously from 

soccer videos. He used player-centric snippets as model input (the player snippets are obtained using 

an Aggregated Channel Features person detector [68] and a virtual camera that zooms in on each 

detected player, creating a standardized video frame cut-out). For feature extraction he used an I3D 

CNN based on RGB video and optical flow, and for classification of action and activities he used feature 

suppression and zero-padding in graph attention networks. 
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Basketball 
In [69], is proposed a trajectory-based approach for automatic recognition of complex multi-player 

activities in basketball. A probabilistic model based on trajectory information is used in order to 

segment the game into activities (offense, defense, time out). Key elements are detected (starting 

formation, screen, and move) and their temporal orders is used to produce a semantic description of 

the observed activity.  

In [70] is presented a feature-representation method for recognizing actions in broadcast basketball 

videos which focuses on the relationship between human actions and camera motions. Key-point 

trajectories are extracted as motion features in spatio-temporal sub-regions called “spatio-temporal 

multiscale bags” (STMBs). Global representations and local representations from one sub-region in the 

STMBs are then combined to create a “global pairwise representation” (GPR). The GPR considers the 

co-occurrence of camera motions and human actions. The classification of actions is performed with 

two-stage SVM classifiers trained with STMB-based GPRs.  

In [71], authors focused on real-time detection and tracking of basketball players using deep neural 

networks, but also on action recognition. For that purpose, they used a subset of broadcast basketball 

videos of the NCAA Basketball Dataset [72]. They used YOLOv2 [73] and SORT [74] for detection and 

tracking, and then LSTM for action classification. 

In [75], authors researched action recognition in basketball, with the purpose of detecting events and 

key actors in multi-person videos. The proposed model learns to detect eleven action/event classes on 

their own dataset in such videos while automatically "attending" to the people responsible for the 

event. They tracked people in videos and used a recurrent neural network (RNN) to represent the track 

features, learned time-varying attention weights to combine these features at each time-instant, and 

finally used another RNN, the Inception-7 [76] network, for action detection and classification. They 

used as dataset a subset of the NCAA games available on YouTube.  

In [77], is released a dataset with fine-grained actions in basketball game videos. They propose an 

approach by integrating the NTS-Net [78] into two-stream network to locate the most informative 

regions and extract more discriminative features for fine-grained action recognition. 

In [79], the focus is on recognition of group activities and the outcome (score or not score) in 

basketball. It is proposed a scheme for global and local motion patterns and key visual information for 

recognition in basketball videos. A two-stream a 3D CNN framework is utilized for group activity 

recognition over the separated global and local motion patterns. 

Volleyball 
In [80], researchers focused on ball detection and trajectory extraction in volleyball videos, this paper 

presents a physics-based scheme which utilizes the motion characteristics to extract ball trajectory 

from lots of moving objects. Based on game-specific properties, the ball trajectory can be exploited to 

recognize set types for tactics inference and to detect basic actions in the volleyball game for close-up 

presentation. 

In [81], the focus is on group activity recognition for volleyball. A LSTM model is designed to represent 

action dynamics of individual people in a sequence and another LSTM model is designed to aggregate 

person-level information for whole activity understanding. Through a two-stage process, they learned 

a temporal representation of person-level actions and combined the representation of individual 

people to recognize the group activity. Authors evaluated their work on two datasets: The Collective 

Activity Dataset and a new volleyball dataset they created based on publicly available YouTube 

volleyball videos. Based on their work, in [82], authors proposed a spatio-temporal graph 



17 
 

representation and explored a generic feature representation based on Bag of Visual Words, 

additionally they applied random forest trees on the temporal features. 

In [83] authors are focused on activity recognition in in beach volleyball to prevent injuries through a 

monitoring system. They presented an obtrusive automatic monitoring system for beach volleyball 

based on wearable sensors applying Deep Learning CNN. 

In [84], is presented a unified framework for understanding human social behaviors in raw image 

sequences. The architecture does not rely on external detection algorithms but rather is trained end-

to-end to generate dense proposal maps that are refined with the inference scheme. The temporal 

consistency is handled with a person-level matching RNN (as baseline they used Inception-v3 [85], 

HDTM [86], and others models). The framework is evaluated on the dataset from [86]] 

In [87], the focus is on Decomposition and recognition of playing volleyball action based on SVM 

algorithm. Firstly, is used the principal component analysis for dimension reduction, then the SVM 

classifier is trained for the sample dana obtaining the optimum parameters of the reduced dimension 

data by the grid search method. Lastly, the SVM classifier is reset to obtain the optimum SVM classifier 

parameters of the original sample data and realize the decomposition and recognition of playing 

volleyball action. 

In [88], authors proposed a 3D global trajectory and multi-view local motion combined volleyball player 

action recognition method. Global 3D feature and local motion feature mutually promote each other, 

and the actions are recognized well. The recognition is performed on game videos from the Semifinal 

and Final Game of 2014 Japan Inter High School Games of Men’s Volleyball in Tokyo Metropolitan 

Gymnasium 

In [89], is proposed a recognition framework based 3D global and multi-view local features 

combination with global team formation feature, ball state feature and abrupt pose features for action 

recognition in volleyball games. The team formation extracts the 3D trajectories from the whole team 

members rather than a single target player. The ball motion state feature extracts feature from the 3D 

ball trajectory. The pose feature extraction consists of two parts, hit frame pose and pose variation. 

These two features make difference of each action quality more distinguishable by focusing on the 

motion standard and stability between different quality actions. The recognition is performed on the 

same data as [88]. 

In [90], authors evaluated balanced and imbalanced learning methods with their proposed ‘super-

bagging’ method for volleyball action modelling. All methods are evaluated using six classifiers and 

four sensors (i.e., accelerometer, magnetometer, gyroscope and barometer). They demonstrate that 

imbalanced learning provides better results for the non-dominant hand using a naive Bayes classifier 

than balanced learning, while balanced learning provides better results for the dominant hand using a 

tree bagger classifier than imbalanced learning. 

In [91], the focus is on group activity recognition. The authors presented an attentive semantic RNN, 

called stagNet, for understanding group activities and individual actions in videos, by combining the 

spatio-temporal attention mechanism and semantic graph modeling. stagNet can extract 

discriminative and informative spatio-temporal representations and capturing inter-person 

relationships. Furthermore, they adopted a spatio-temporal attention model to focus on key 

persons/frames for improved recognition performance. They evaluated the performance of stagNet 

on an video volleyball dataset. 
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Hockey 
In [92], the authors focused on hockey action in medium field, where typical figure has a resolution of 

dozens of pixels in each dimension. Self-initializing tracker tracks the figures of hockey players. Then, 

during the stabilization process a new stabilization algorithm uses a mixture of templates to estimate 

the position and a scale of a figure. Actions are classified by an action recognition system that uses 

motion and pose features for its classification. Image gradients are decomposed into four non-negative 

components which are used to characterize poses. Better results are obtained with pose features in 

comparison with motion ones.  

In [93], is presented a template-based algorithm to track and recognize hockey player's actions in an 

integrated system using only visual information. This algorithm couples tracking and action recognition 

into single framework, where tracking and action recognition assists one another. For the hockey 

sequences, images of players performing 6 actions are collected and transformed to the PCA-HOG 

descriptor, which is computed by the first transforming the athletes to the grids of Histograms of 

Orianted Gradient (HOG) descriptor and then project it to a linear subspace by Principal Component 

Anaysis (PCA).  

In [94], authors designed a CNN, called Action recognition Hourglass Network (ARHN) to interpret 

player actions in ice hockey video. Pose features from hockey images and videos are extracted and 

added to this network to produce action recognition. The first component of the network is the latent 

pose estimator, in the second latent features are transformed into a common frame of reference, and 

in the third action recognition is performed. A dataset of annotated hockey images is generated 

because no benchmark dataset for pose estimation or action recognition is available for hockey 

players.  

In [95], authors proposed a deep architecture to classify puck possession events in ice hockey. Model 

has three distinct phases: feature extraction, feature aggregation and, learning and inference. CNN are 

used for feature extraction and aggregation, followed by a late fusion model on top to extract and 

aggregate different types of features that includes handcrafted homography features for encoding the 

camera information. RNN are used for temporal extension and classification of the events, to which 

output of CNN is passed. Team pooling and pre-trained model is used to incorporate individual 

attributes of the players and the interaction amongst them. Only the player positions on the image 

and the homography matrix are need for the model, which simplifies the input of the system. Model 

is evaluated on a new dataset called Ice Hockey Dataset and on a volleyball dataset.  

In [96], is focused on finding fight scenes in hockey sport videos. Fast fourier and radon transform are 

applied on the local motion, after it is extracted in the video frames using blur information. Authors 

used transfer learning with pre-trained deep learning model VGG-Net to identify fight scenes in video 

frames, and feed forward neural networks to perform a comparison of the methodology. Author used 

videos from National Hockey League dataset to present the outcome of the model. 

In [97], authors presented a deep learning-based solution for hockey game action recognition in multi-

label learning settings having class imbalance problem. 3D CNN based multilabel deep HAR system was 

implemented for multi-label class-imbalanced action recognition. System was tested for two different 

scenarios: an ensemble of k binary networks vs. a single k-output network, on a publicly available 

hockey videos dataset.  

In [98], the author designed and implemented an CNN automated method to determine the pose of a 

hockey player with and without a hockey stick from broadcast game video in addition to performing 

action recognition via pose. Deep learning computer vision architecture HyperStackNet has been 
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designed and implemented for joint player and stick pose estimation. The action recognition hourglass 

network, or ARHN, is designed to interpret player actions in ice hockey video using estimated pose. 

The first component of ARHN is the latent pose estimator, the second transforms latent features to a 

common frame of reference, and the third performs action recognition. Authors generated an their 

own an annotated dataset for this purpose. 

In [99], a two-stream architecture is proposed for action recognition in hockey. Pose is estimated via 

the Part Affinity Fields model to extract meaningful cues from the player. Temporal features are 

extracted using optical flow. These are then fused and passed to fully connected layers to estimate the 

hockey players’ action. A publicly available dataset HARPET (Hockey Action Recognition Pose 

Estimation, Temporal) was created, composed of sequences of annotated actions and pose of hockey 

players including their hockey sticks as an extension of human body pose.  

In [100], authors introduced a two-stream network utilizing player pose sequences and optical flow 

features for recognizing hockey actions. Players pose sequences are compact representations 

consisting of frame by frame human and stick joint locations and angles between joints. Two-layered 

LSTM network output is fused with optical flow features processed by a CNN. Authors demonstrate 

the efficacy of the method on the aforementioned HARPET dataset. 

In [101], a deep learning-based transfer learning model, VGG-16 has been proposed on activity 

recognition in field hockey. Pre-trained VGG-16 model identifies four main activities: free hit, goal, long 

corner, and penalty corner. Authors constructed their own hockey dataset consisting of four main 

activities.  

Handball 
In [102], authors presented a method for recognition of handball actions using mask R-CNN and STIPS 

focusing on minimizing the manual labor required to label the individual players performing the chosen 

action in a dataset. The method uses existing deep learning object recognition methods for player 

detection and combines the obtained location information with a player activity measure based on 

spatio-temporal interest points to track players that are performing the currently relevant action. In 

[103], authors proposed Mask R-CNN and Optical flow based method for detection and marking of 

handball actions called MOF method. The method was evaluated on a dataset of handball practice 

videos recorded in the wild. 

In [104], the focus in on recognition of the throwing action in handball based on RGB-D data. Authors 

introduced a RGB-D dataset that can be used for an objective comparison and evaluation of handball 

player’s performance during throws. They examined the main angles responsible for throwing 

performance in order to analyze individual skills of handball players and adopted the dynamic time 

warping technique to compare the throwing motion between two athletes. 

In [105], a method for temporal segmentation and recognition of team activities in sports, based on a 

new activity feature extraction, is presented. The focus is on the position of team players from a plan 

view of the playground. They constructed a position distribution along each frame of the sequence. 

These methods extract activity features using the explicitly defined trajectories, where the players 

have specific positions. They classified six different team activities in European handball with SVM. 

Baseball 
In [106], is introduced a dataset named MLB-YouTube, designed for fine-grained action recognition in 

baseball videos. It is used for segmented video classification as well as activity detection in continuous 

videos. The segmented video dataset consists of 4,290 video clips. Each clip is annotated with the 

various baseball activities that occur, such as swing, hit, ball, strike, foul, etc. The video clips can contain 
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multiple activities simultaneously. They compared different recognition approaches with temporal 

feature pooling for both segmented and continuous videos, that is, I3D or InceptionV3 in combination 

with mean, max, and pyramid polling, LSTM, temporal convolution filters, and different learning of 

sub-events. 

Cricket  
In [107], authors tried to recognize Cricket strokes from Cricket telecast videos of match highlights. 

The predominant direction of motion is found by summing up the histograms of optical flow directions, 

taken for significant pixels, over the complete Cricket stroke clip. They used unsupervised K-Means 

clustering of the extracted clip feature vectors and they evaluated the results for 3-cluster K-Means by 

manually annotating the clusters as Left strokes, Right strokes and Ambiguous strokes for 562 stroke 

instances. 

Rugby 
In [108], authors researched action recognition in order to develop a tactics analysis system that could 

be implemented for different purposes although they focused on rugby. The dataset used is a set of 

fixed images obtained by merging two fixed cameras into a left-right image to have bird’s-eye view. It 

includes seven actions (scrum, lineout, kick off, kick counter, turnover, penalty, other play). They 

proposed a method that adds spatial information to time-series information as a new feature. Using 

the coordinates obtained by projectively transforming the match video onto the bird’s-eye view image, 

play classification was performed using the player position, the ball position, and the dense area 

position as feature amounts.  

American football 
In [109], is presented a system for recognizing activities called plays (e.g. offense, defense, kickoff, 

punt, etc.) in amateur videos of American football games. Given a sequence of videos, where each 

shows a particular play in a football game, they run noisy play-level detectors on every video, then 

processed the outputs by the Hidden Markov Model which encodes knowledge about the temporal 

structure.  

In [110], a method for recognizing American football plays in video is propose games. They used shape 

and motion based spatio-temporal features and implemented Multiple Kernel Learning based on SVM 

to effectively combine different features. They evaluated their method on a dataset consisting of 78 

videos of play instances collected from NCAA football games that includes left-run, middle-run, right-

run, short-pass, option-pass, rollout-pass, deep-pass activities. 

 

Based on the written review, it can be seen that the sports with two players are researched the most 

for the purpose of HAR in sport, thanks to the simplicity of actions (it includes only interactive actions). 

When it comes to team sports, soccer, then basketball, volleyball and hockey are mostly researched. 

For other sport there are just a few implementations. In Figure 9, is shown the distribution of HAR 

implementation in different sports based on the reviewed papers. 
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Figure 9. Distribution of HAR implementation in different sports 

 

For most sports, there is at least one research on HAR in the early 20th century, followed by a gap 

without research until the development of DL. A large number of the reviewed papers is written in the 

last couple of years. Mostly, authors used different approaches and tried to get the best combination 

to obtain high result, so it cannot be concluded which method is the best overall, because every sport 

is different and contains different action and activities, and performing same methods on different 

data can’t get same results. The SVM classifier is used a lot in various combination, but method based 

on CNN, along with LSTM yet prevail. It can be pointed out that a lot of papers in the last few years 

focused in fine-grained action recognition, that is, in recognizing very similar actions, which is slowly 

becoming a new trend.  
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4. HAR Experiment  

In the experiment, the focus is on recognition of 11 players’ actions and activities, shown in Table 2, 

that might occur during a handball match or practice. The dataset made for that purpose and split into 

training and testing sets, contains 2991 short high-quality video recordings of actions and activities in 

handball, recorded indoors during a handball school. 

Table 2. Distribution of videos through classes and train/test sets 

Class name No. Videos (train) No. frames (train) No. Videos (test) No. frames (test) 
Throw 184 4907 32 913 

Catch 202 4120 50 937 

Shot 83 6097 22 1655 

Jump-shot 270 18018 83 5676 

Running 56 6049 14 1424 

Dribbling 42 3549 11 753 

Defense 97 6027 30 1668 

Passing 509 30618 121 7252 

Double-pass 35 2122 11 654 

Crossing 238 18204 59 4482 

Background 684 24929 158 8342 
     
Total 2400 124640 591 33756 

 
An example of consecutive frames in a sequence for the Catch action is shown in Figure 10. 

 
Figure 10.An example of consecutive frames for the Catch action 

In the experiment, the performance of a baseline CNN-model that classifies each frame into an action 

class, the same CNN but with the majority voting scheme, LSTM, and MLP based models built on top 

of the baseline model, are compared. The models were trained and tested with different lengths of 

input sequences ranging from 20 to 80, since the action duration varies roughly in the same range. The 

results, presented as validation accuracy and obtained with a method of skipping frames (for bigger 

sequences) or adding ones (for smaller sequences) if needed, are shown on Figure 11.  

The methods are implemented for all the 11 classes, but also for 9 of them, excluding the actions Throw 

and Catch because are fundamental part of other actions or activities such as passing and crossing. 
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Figure 11. Validation accuracy values obtained by skipping frames for 9 and 11 classes 

 

Out of all the models, the MLP model achieves the highest validation accuracy for both 9 and 11 

classes. The best accuracy score of 81.95% the MLP model achieves with 60 input frames, but it 

achieves a similar score of 80.01% on average for all numbers of frames taken in the case of 9 classes. 

For 11 classes, MLP again has the highest accuracy score of 75% with the same number of input frames 

and the average accuracy for all tested number of input frames of approximately 72.25%. It can be 

seen that the validation accuracies for the model trained on 9 classes are higher than the ones trained 

on 11.  

The LSTM model achieved significantly lower validation accuracy values compared to the MLP model. 

It achieved the best score for 9 classes of 67.58% with 45 input frames (67.05% on average), while for 

11 classes the best accuracy was 65.31% for 35 input frames (60.88% on average).  

The worst performance is achieved by the CNN model that has no temporal dimension with the best 

score of 44.5% for 30 input frames, but with minimal difference between scores for different input 

lengths (44.37% on average). With the majority voting scheme, the score improved for about 4% to 

49.1% for 45 input frames, or 48.54% on average. From this result, it can be concluded that the 

temporal dimension plays a major role in action recognition.  
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5. Conclusion 

Human action recognition can be used in different domains, such as healthcare, education, video 

surveillance, content-based video summarization, entertainment, human-computer interaction, 

gaming, and, finally, sports.  

HAR is mostly focused on RGB visual data, so there are many public video datasets available for 

research that are presented in this one. When it comes to sport, there are three popular datasets, but 

their focus is not on a certain sport, but on actions from different ones, and if a researcher wants to 

focus on a certain sport, must create a dataset or search for existing ones for that domain.  

An overview of implementations of HAR in sports is written for sports with two players (tennis, 

badminton, and table tennis), and for team sports (soccer, basketball, volleyball, hockey, handball, 

baseball, cricket, rugby, and American football)). With the implementation of HAR in sport researchers 

tries to for recognizing players’ actions and teams’ activities in order to do statistical analysis for the 

game, to analyze tactics or to follow players behavior, all in order to improve the performances of the 

team or a player.  

After the overview of existing implementation of HAR in sports, an experiment performed on a 

handball dataset is presented to see how different methods for HAR perform on it. In future work the 

focus will be on the performances for every single action class, on enlarging the dataset for those 

actions for which there are less videos, on implementing different methods of selecting frames, and 

on combining different methods of HAR to improve the obtained results.  
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