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Abstract. Learning and teaching, student progress, analyzing educational data, designing assessments, and
using evidence to improve learning and teaching are the subject of many research. Two areas address these
issues, Learning Analytics and Educational Data Mining. Both areas have the same goal of improving the
teaching and learning process and use similar techniques and methods in processing educational data from
e-learning systems such as classification, grouping, regression and visualization. This article presents a
systematic literature review of the last five years on predictive methods of Learning Analytics and Educational
Data Mining based on Machine Learning algorithms to examine the area and provide recommendations for
future research.
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1 Introduction

Learning and teaching, student progress, analyzing ed-
ucational data, designing assessments, and using evidence
to improve learning and teaching are the subject of many
research. In the education system, Learning Management
Systems (LMS) are used in various forms of teaching; in
classic teaching supplemented by information and com-
munication technologies, in hybrid learning and in dis-
tance learning. LMS combine a set of functionalities that
allow teacheres to carry out activities in an online environ-
ment (delivery of learning materials, communication with
students, organization of e-activities, assessment) [1].

LMS provide data about student activity as click-based
(data that describes whether, when, and how often students
access resources that provide different views of content),
and data that reflects student actions in the course (such as
participation in discussion forums and completion of as-
signments). This data is available in data-driven reports
embedded in the LMS, but these reports are often primar-
ily descriptive, telling participants what happened but not
why it happened, and do not predict outcomes or advise
participants on how to improve their results.

These problems are dealt with by two areas, Learn-
ing Analytics (LA) and Educational Data Mining (EDM).
Both areas are interdisciplinary, and the main disciplines
involved in these areas are shown in Figure 1.

Figure 1. Main areas of EDM and LA. Source: Romero & Ven-
tura [2].

Also, both areas have been developing rapidly over the
past decade, as shown in Figure 2.

Figure 2. Number of articles in the Scopus database for the
search "Learning Analytics" and "Educational Data Mining" in
the last 10 years.



In the following, we will first discuss in more detail in
section 2 the areas of Learning Analytics and Educational
Data Mining that are the subject of this research, as well as
the Predictive Modeling and Machine Learning algorithms
used for predictions in these areas. Section 3 reviews the
literature on research in Learning Analytics and Educa-
tional Data Mining. Then, section 4 presents the method-
ology chosen for the literature review. Section 5 presents
the results of the systematic literature review with respect
to the defined research questions, while section 6 discusses
these results. Finally, section 7 concludes this paper and
provides recommendations for future research.

2 Representing the areas

LA and EDM share the same goal of enhancing the
teaching and learning process by improving the assess-
ment process, understanding educational problems, and
planning interventions [3], using similar techniques and
methods such as classification, grouping, regression, and
visualization.

Common methods of Learning Analytics and Educa-
tional Data Mining are listed in Table 1.

Table 1. Some of the usual LA and EDM methods. Source:
Adapted from Romero&Ventura [2], Liñán&Pérez [4].

Method Description Application

Prediction Predicting the value
of the target variable
from the known val-
ues of the other vari-
ables.

Prediction of stu-
dent performance.

Grouping Identify groups of
similar observa-
tions.

Grouping students
based on their learn-
ing patterns.

Relationship min-
ing

To study rela-
tionships between
variables and en-
code rules.

Identifying relation-
ships in student be-
havior patterns and
diagnosing difficul-
ties.

Discovering out-
standers

Point out signif-
icantly different
individuals.

Detection of stu-
dents with difficul-
ties.

Social network
analysis

Analyze social
relationships be-
tween entities in
networked informa-
tion.

Interpretation
of structure and
relationships in col-
laborative activities.

Text mining Extract high-quality
information from
text.

Analysis of forum
content, documents,
web pages.

Factorization of
a non-negative
matrix

Define a matrix M
of positive numbers
representing test re-
sult data that can
be decomposed into
two matrices: ma-
trix Q representing
the matrix of items
and matrix S repre-
senting the student’s
mastery of skills.

Assessment of stu-
dent skills.

The subject of this review is the first method listed in
the table, prediction, the aim of which is to predict the
values of the target variable from the known values of the
other variables.

According to Siemens and Baker [3] it is possible
to identify five main differences between EDM and LA
which are listed in Table 2.

Table 2. Key differences between EDM and LA. Source:
Adapted from Siemens & Baker [3]

Characteristics LA EDM

Discovery goal is to exploit hu-
man judgment

automated discov-
ery, using human
judgment is a tool
for this

Reduction wants to understand
whole systems

reduces systems to
components and
explores them and
their relationships

Origin semantic web, in-
telligent curriculum,
outcome prediction,
systematic interven-
tions

educational soft-
ware, modeling of
students

Adjusment and
personalization

informs and em-
powers students and
professors

automated adapta-
tion

Techniques and
methods

social network
analysis, analysis of
feelings, influence,
discourse, predic-
tion of success

classification, clus-
tering, Bayesian
modeling, rela-
tionship mining,
visualization

It can be said that EDM focuses more on techniques
and methods, while LA is more about application. How-
ever, these differences are less noticeable as both areas
evolve over time [4].

2.1 Educational Data Mining

Data Mining (DM) is the extraction of hidden useful
information from a data set through scientific analysis
and methods that identify data trends and hidden patterns
within a given data set, and as such Data Mining can be
characterized as knowledge discovery [5, 6].

Data Mining can be applied in various fields, one of
them is education. Data Mining applied to educational
data is referred to as Educational Data Mining (EDM) [7].
A popular definition for the field of EDM is proposed by
the International Society for Data Mining in Education in
2018: “EDM is an emerging discipline, concerned with
developing methods for exploring the unique and increas-
ingly large-scale data that come from educational settings
and using those methods to better understand students, and
the settings which they learn in."

This area deals with the development of methods that
discover knowledge from data of the educational envi-
ronment [8], including Machine Learning, Psychometrics
and other areas of Statistics, Information Visualization and
Computer Modeling [9] (Figure 1).

EDM is used to identify learning challenges, examine,
and predict student performance [10–12] and to assess the
integration of technology into the learning process [13].

The three most common problems for which predictive
DM methods are used in education are to find out whether
a student will pass or fail a certain course [14], to predict
the grades of a certain exam or final grades [15] and to
identify those students who are at risk to drop out [16].



2.2 Learning Analytics

Learning Analytics includes the measurement, data col-
lection, analysis and reporting (visualization) of data about
students and learners in general [17]. The 2011 Interna-
tional Conference on Learning Analytics LAK adopted the
following definition of this area: “LA is the measurement,
collection, analysis and reporting of data about learners
and their contexts, for purposes of understanding and opti-
mizing learning and the environments in which it occurs.”

Three key elements appear in this definition: data,
analysis and action (Figure 3) [18]. Data is a set of col-
lected information about the learner, the learning environ-
ment, learning interactions and learning outcomes. This
information is usually collected during the learning pro-
cess. Data analysis is a process that provides insights into
actions that can be taken on data. It is based on a set of
mathematical and statistical algorithms. Machine Learn-
ing algorithms can also be used in this step. Taking action
is the ultimate goal of every Learning Analytics to improve
the learning and teaching process.

Figure 3. Three key elements of Learning Analytics.

Learning Analytics is used to understand and optimize
learning and teaching, to quickly identify risks for stu-
dents, to propose interventions to help students learn, to
detect weaknesses in the education system and to improve
it, etc. [19].

The LA area combines (Figure 1) Education (ed-
ucational research, educational technologies), Analytics
(Computer/Data science, Artificial Intelligence, Statistics,
Visualization) and human-centered design (participatory
design, usability) [20]. This field of research has devel-
oped rapidly in the last decade (Figure 2).

Initially, the most common use of Learning Analytics
was to predict student academic performance, specifically
to identify students at risk of failing or dropping out of
courses. Today, more productive and powerful methods of
using learning analytics to support teaching and learning
are being implemented.

Some of the current goals of Learning Analytics are to
help students develop lifelong learning skills and strate-
gies, to provide students with personalized and timely
feedback on their learning, to support the development
of important skills such as collaboration, critical thinking,
communication and creativity, to support quality learning
and teaching by providing empirical evidence of the suc-
cess of pedagogical innovations.

There are four main categories of Learning Analyt-
ics (Figure 4). Descriptive answers the question of what

happened, diagnostic tells why it happened, predictive an-
swers the question of what will happen next, while pre-
scriptive tells what needs to be done for improvement [21].

Figure 4. Learning Analytics categories.

2.3 Predictive Modeling

In both fields, Educational Data Mining and Learning
Analytics, Predictive Modeling has become a core practice
of researchers, with a major focus on predicting student
success [22].

Predictive Modeling is a group of techniques used to
draw conclusions about uncertain future events. In educa-
tion, we may have value in predicting measures of learn-
ing (e.g., student academic performance or skill acquisi-
tion), teaching (e.g., impact of a particular teaching style
or teacher on an individual), or other proxy metrics for
organizations (e.g., predicting course retention or enroll-
ment).

The purpose of Predictive Modeling is to create a
model that predicts the values (or class if prediction is not
concerned with numeric data) of new data based on obser-
vations. It is based on the assumption that a set of known
data can be used to predict the value or class of new data
based on the observed variables.

In Predictive Modeling, a hold-out dataset is used to
assess the model’s suitability for prediction and to pro-
tect against overfitting the model to the data used for
training. There are various strategies for creating hold-
out dataset (model validation), including k-fold cross-
validation, leave-one-out cross-validation, random sub-
sampling, etc.

The steps of Predictive Modeling are problem identi-
fication, data collection, feature engineering, feature se-
lection, model building, and model evaluation. The main
characteristics of each step are listed in Table 3.



Table 3. Steps of Predictive Modeling.

Problem identification It is necessary to select a prob-
lem that will repeat itself in the
future, in which there are mea-
surable characteristics, a clear
outcome, the possibility of inter-
vention and a large set of data.

Data collection The researcher needs to iden-
tify the output variable (eg final
grade or achievement level) as
well as possible input variables
(eg gender, previous level grade,
number of LMS accesses). Data
types differ according to the in-
formation content of their mea-
surement scales. Categorical
data, which include nominal and
ordinal data, allow only quali-
tative classification into certain
categories. It is possible to per-
form different mathematical op-
erations on numerical data, de-
pending on whether it is inter-
vals or ratios.

Feature engineering Feature engineering is a prepro-
cessing step that transforms raw
data into variables that can be
used in predictive models.

Feature selection In order to build and apply a
predictive model, it is neces-
sary to select predictive (input)
variables that are correlated with
the output variable, the value
to be predicted. Some models
use all available predictor vari-
ables, whether they are highly
informative or not, while oth-
ers apply some form of vari-
able selection to remove un-
informative variables from the
model. Depending on the al-
gorithm used to build the pre-
dictive model, it may be use-
ful to examine the correlation
between variables and remove
highly correlated variables (mul-
ticollinearity problem in regres-
sion analyses). The impact of
missing data is largely related to
the choice of learning algorithm.
Missing values in a data set can
be handled in several ways, and
the approach used depends on
whether the data are missing be-
cause they are unknown or be-
cause they are not applicable.
Some algorithms can make pre-
dictions even when some values
are unknown, missing values are
simply not used in the predic-
tion.

Model building Machine Learning algorithms
are used to build the model.

Model evaluation In order to evaluate the quality
of the predictive model, a test
data set with known labels is re-
quired. The predictions made by
the model on the test set can be
compared to the known true la-
bels of the test set to evaluate the
model. A wide variety of mea-
sures are available for compar-
ing the similarity of known true
labels and predicted labels, such
as accuracy, precision, and re-
call.

2.4 Machine Learning algorithms

Machine Learning (ML) is one of the most active and
exciting areas of computer science today. It is a branch of
artificial intelligence that deals with designing algorithms
that improve their efficiency based on empirical data. Ma-
chine Learning algorithms learn information and relation-
ships between them directly from data.

Machine Learning and Data Mining often use the same
methods and overlap significantly, but while Machine
Learning focuses on prediction (based on known proper-
ties learned from training data) Data Mining focuses on
discovering (previously) unknown properties in data.

The three main areas of Machine Learning are: super-
vised, unsupervised and reinforcement learning (Figure 5).

Figure 5. Areas of Machine Learning.

Supervised learning predicts the values of output vari-
ables based on input data. The model is developed from
training data in which the values of the input and output
variables are defined. The model generalizes the relation-
ship between input and output variables and uses them to
predict other data sets where only the input data is known.

The two main models of supervised methods are clas-
sification and regression. In classification, the output vari-
able is discretely valued, and in the regression problem,
the output variable is continuously valued. Classification
algorithms determine which of the predefined categories
the input data belongs to. The task of regression algo-
rithms is to predict the numerical value of the output vari-
able after specifying the input variable.

Below are briefly described the most common Ma-
chine Learning classification and regression algorithms
used to build predictive models in EDM and LA domains.

• Linear regression (LR): The simplest form of regression
is a simple linear regression that tries to fit the data set
to a straight line. This is possible if the relationship be-
tween the input and output variables is linear. In mul-
tiple linear regression, there are multiple independent
variables (inputs/predictors) and one dependent variable
(output/response/target).

• Logistic Regression (LogR): Used to solve classification
problems. While linear regression deals with predicting
the value of a continuous output variable, logistic regres-
sion deals with predicting a categorical output variable.
Based on the values of the input variables, it returns a
binomial result (probability whether an event occurs or
not, in the form of 0 and 1) or a multinomial result (sev-
eral predefined possible outcomes).



• K-Nearest Neighbors (kNN): Uses a database where
data points are grouped into several classes, and the al-
gorithm tries to classify the data sample given as a clas-
sification problem.

• Decision Tree (DT): Used to solve classification and re-
gression problems. Separates data based on a specific
parameter. Data is divided into nodes and decisions are
in leaves. In the classification tree, the decision variable
is categorical (result in the form of yes/no), and in the
regression tree, the decision variable is continuous.

• Naive Bayes Algorithm (NB): One of the simpler classi-
fication algorithms. It is a probabilistic classifier based
on Bayes’ theorem. The basic assumption is the mu-
tual independence of the input variables and is there-
fore called naive. In real problems, the assumption that
all input variables are independent of one another can
rarely apply. There are three basic types of this classi-
fier: Gaussian, Multinomial, and Bernoulli.

• Support Vector Machines (SVM): Solves classification
and regression problems. In this method it is necessary
to define the hyperplane which is the decision boundary.
If there is a set of objects belonging to different classes,
then a decision level is needed to separate them. Objects
may or may not be linearly separable. If not, complex
mathematical functions called kernels are needed to sep-
arate objects that are members of different classes.

• Artificial Neural Network (ANN): Is a set of intercon-
nected simple process elements, units or nodes whose
functionality is based on a biological neuron (Figure
6). At the same time, the computing power of the net-
work is stored in the strength of the connections be-
tween individual neurons, the weights that are achieved
through the adaptation process, i.e. through learning
from the learning data set. A neural network processes
data through distributed parallel work of its nodes. Deep
learning is a subfield of ANNs, so named because it uses
multi-layer neural networks to process data.

Figure 6. Graphic representation of ANN.

Ensembles are often used in the development of Ma-
chine Learning algorithms. They combine multiple indi-
vidual models to create a more efficient predictive model,
improving the accuracy of classification and regression
models. Examples of ensembles are:

• Stacking: Involves training a learning algorithm to com-
bine the predictions of several other learning algorithms.
First, all other algorithms are trained using the available
data, and then the combinator algorithm is trained to
produce a final prediction using all the predictions of
the other algorithms as additional inputs.

• Boosting: Involves sequential addition of set members
that correct predictions made by previous models and
yields a weighted average of predictions.

• Bagging: Builds decision trees in parallel, and at the
end takes the most frequent prediction value from those
decision trees and arrives at the right prediction. The
bagging is also used in Random Forest (RF). Random
Forest builds several Decision Trees and then "merges"
them in order to obtain the best and most stable pre-
dictions. The so-called merging is actually done by a
bagging algorithm.

3 Overview of previous research

This section reviews the relevant literature on Learning
Analytics and Educational Data Mining over the last five
years.

A comprehensive review on Educational Data Min-
ing and Learning Analytics in higher education, published
in 2019 entitled "Educational Data Mining and Learning
Analytics for 21st Century Higher Education: A Review
and synthesis" was published by the authors Aldowah, Al-
Samarraie and Fauzy [23]. It is the most cited paper in
the last five years in the Web of Science CC database for
search TI=(Educational Data Mining) AND TI=(Learning
Analytics). This review covered the most relevant work
from 2000 to 2017 related to four main areas of computer-
based analytics: learning (computer-based learning ana-
lytics, CSLA), predictive (computer-based predictive an-
alytics, CSPA), behavioral (computer-based behavior an-
alytics, CSBA), and visualization (computer-based visu-
alization analytics, CSVA). Based on an analysis of 402
articles, it was determined that specific EDM and LA tech-
niques can provide the best solutions to specific learning
problems related to CSLA, CSPA, CABA and CSVA. Key
Data Mining techniques such as clustering, association
rule, visual data mining, statistics, and regression proved
suitable for use in the LA and EDM domains. However,
this review found that some techniques, such as sequential
pattern mining, text mining, correlation mining, outlier de-
tection, causal mining and density estimation, need not be
used frequently due to the complexity of obtaining the at-
tributes needed.

The research "Educational Data Mining and Learning
Analytics: An updated survey" by authors Romero and
Ventura [24] from 2020 is an complement and improved



version of the previous research published in 2013. It
is the most cited work in the last five years in the Sco-
pus database for search TITLE (Educational Data Mining)
AND TITLE (Learning Analytics). This paper provides an
overview of major publications, major milestones, knowl-
edge discovery cycles, major educational environments,
specific tools, freely available datasets, commonly used
methods, major goals, and future trends in this research
area.

A systematic literature review entitled “Educational
Data Mining for Student Performance Prediction” [25]
aimed to identify emerging trends and methods for predict-
ing student academic performance in research from 2015
to 2021. The authors review 58 research articles from the
Lens and Scopus databases and show that the research fo-
cus of the articles is on identifying factors that affect stu-
dent performance, the performance of data mining algo-
rithms, and data mining related to e-learning systems. The
authors also state that academic and demographics fac-
tors are the most important factors influencing academic
success. The most commonly used approach is classifi-
cation, and the Decision Tree classifier is the most com-
monly used algorithm.

Authors of the review “Predicting Student Perfor-
mance Using Data Mining and Learning Analytics Tech-
niques: A Systematic Literature Review” [26] indicate that
their research is among the first to synthesize intelligent
models and paradigms used in education and apply them
to predict student learning outcomes, which are an indica-
tor of student performance. They analyzed a total of 62
relevant papers that focused on three perspectives; forms
in which learning outcomes are predicted, predictive an-
alytic models developed to predict student learning out-
comes, and dominant factors that influence learning out-
comes. They concluded that achievement of learning out-
comes was mainly measured as within-group scores (i.e.
ranks) and as performance scores (i.e. grades). Regres-
sion and supervised Machine Learning models have been
widely used to classify student performance. The best pre-
dictors of learning outcomes were students’ online learn-
ing activities, intermediate grades, and students’ academic
emotions.

The main objective of the study "Factors Affecting
Students’ Performance in Higher Education: A System-
atic Review of Predictive Data Mining Techniques" [27]
was to identify the most commonly studied factors affect-
ing student performance, and the most common data min-
ing techniques used to identify these factors. The results
showed that the most common factors were grouped into
four main categories, namely students’ previous grades
and class performance, students’ e-learning activities, stu-
dents’ demographic data, and students’ social information.
In addition, the results showed that the most commonly
used data mining techniques to predict and classify the stu-
dents’ factors are Decision Drees, Naïve Bayes classifiers,
and Artificial Neural Networks.

The study "Predicting academic success in higher edu-
cation: literature review and best practices" [28] provides
educators with easier access to Data Mining techniques
to realize the full potential of their application in educa-

tion. The two most important factors for predicting stu-
dent success, namely prior academic performance and stu-
dent demographic characteristics, were reported in 69%
of the research papers. As for the prediction techniques,
many algorithms were applied to predict student success
in the classification technique; Decision Tree algorithms
(44%), Bayesian algorithms (19%), Artificial Neural Net-
works (10%), Rule learner’s algorithms (9%), Ensemble
Learning (7%), k-Nearest Neighbor (5%). WEKA was the
most commonly used predictive modeling tool. The most
commonly used measures in the literature are Accuracy,
Recall, Precision, Specificity, F-Measure and ROC-curve.

Authors of the paper "Predicting students perfor-
mance using educational data mining and learning ana-
lytics: A systematic literature review" [29] aims to con-
duct a systematic literature review of predicting student’s
performance using educational data mining and learn-
ing analytics to identify techniques, attributes, metrics
used, and to define the current state of the art. The
most commonly used prediction techniques were Deci-
sion Tree, Regression, and Neural Network. It is also
observed that most studies tend to predict course perfor-
mance (pass, fail), course scores/marks, student at-risk
of dropout/attrition/retention in traditional/online/blended
context. Course performance, log data, midterm
marks/assignments/quiz marks, demographics were the
most commonly used attributes used to predict the perfor-
mance.

The paper "Recent advances in Predictive Learning
Analytics: A decade systematic review (2012–2022)"
[30] provides a systematic review of recent studies in
PLA to identify current trends and advances in the field.
The results show that most of the existing publications
use predictive models to assess student performance
and predict those at risk of failing or dropping out. In
terms of the techniques used for prediction, Artificial
Neural Networks, Random Forest, and Gradient Boosting
placed first, second, and third, respectively, in terms of
prediction accuracy and usage frequency in comparison to
other algorithms. The performance of the algorithms was
commonly evaluated using the confusion matrix and the
measurements obtained from it.

Through own systematic literature review, described in
the next section of this paper, we aim to find and analyze
relevant work on various predictions in higher education
using Machine Learning algorithms, in order to contribute
to research in the areas of Learning Analytics and Educa-
tional Data Mining.



4 Methodology

The purpose of this systematic literature review is to
examine the use of predictive methods in higher educa-
tion based on Machine Learning algorithms in the fields
of Learning Analytics and Educational Data Mining.

The purpose is achieved by answering the following
research questions:

Q1: How was the data collected for the research, what
type of data was collected, and how much data was used
for the research?

Q2: For what purpose is the prediction used and what is
the type of the target variable?

Q3: How many different Machine Learning algorithms are
used in a single study and what algorithms are used?

Q4: What evaluation measures are used for prediction?

Q5: What additional Predictive Modeling techniques do
the authors cite?

Q6: Do the authors indicate what environment (software
or programming language) they used for prediction?

It is important to examine how much data was used
in the study, considering the number of students and the
number of attributes observed, what predictive attributes
are used, and how the data was collected (Q1). We want to
identify the purpose of the prediction and the type of vari-
ables being predicted (Q2). Whether regression or classi-
fication Machine Learning algorithms were used depends
on the nature of the target variables, and we will ana-
lyze how many different algorithms were used in a study
and which algorithms were used (Q3). Based on (Q4),
we want to investigate what measures are used to mea-
sure efficiency and whether authors report the most effi-
cient algorithm. It is also important to investigate whether
the authors indicate additional Predictive Modeling meth-
ods they used in addition to Machine Learning algorithms,
e.g., variable selection, filling missing values, resampling
methods, etc. (Q5). There are several software supports
and programming languages for Machine Learning, and
based on (Q6), we want to investigate whether the authors
indicate the use of any of these environments.

The survey was conducted in December 2022 in two
databases, Web of Science CC and Scopus. We searched
for articles from English language journals and proceed-
ings that are open access and published between 2018 and
2022.

We searched for the keywords "learning analytics" or
"educational data mining" in the title only and "predict*"
in the title only and "machine learning" and "student*" in
the title and/or abstract and/or keywords.

The search in the Web of Science database CC was
TI=(educational data mining) OR TI=(learning analytics)
AND TI=(predict*) AND AB=(machine learning) AND
AB=(student*) AND PY=(2018 OR 2019 OR 2020 OR
2021 OR 2022) AND LA=(English) NOT DT=(Review
article) AND DT=(Article OR Proceeding Paper) and
Open Access.

The inquiry at the Scopus database was TITLE
(learning AND analytics) OR TITLE (educational AND
data AND mining) AND TITLE(predict*) AND TITLE-
ABS-KEY (student*) AND TITLE-ABS-KEY (machine
AND learning) AND LIMIT-TO(OA , "all") AND
LIMIT-TO (DOCTYPE, "ar") OR LIMIT-TO(DOCTYPE,
"cp") OR LIMIT-TO(DOCTYPE, "English") OR LIMIT-
TO(DOCTYPE, "2022") OR LIMIT-TO (DOCTYPE,
"2021") OR LIMIT-TO(DOCTYPE, "2020") OR LIMIT-
TO(DOCTYPE, "2019").

As a result of the search, 9 papers were found in the
Web of Science database and 21 papers were found in the
Scopus database. A total of 30 papers were found in these
databases, 9 of which were included in both databases,
leaving 21 papers for analysis.

Due to the relatively small number of analysis papers,
the search was expanded with a new query for the key-
words "machine learning" and "predict*" and "student*"
in the title only and "learning analytics" or "educational
data mining" in the title and/or abstract and/or keywords.

A new query in the Web of Science database
was TI=(machine learning predict* student*) NOT
TI=(review) AND AB=(educational data mining) OR
AB=(learning analytics) AND PY=(2018 OR 2019 OR
2020 OR 2021 OR 2022) AND LA=(English) NOT
DT=(Review article) AND DT=(Article OR Proceeding
Paper) and Open Access.

A new inquiry at the Scopus database was TI-
TLE(machine AND learning) AND TITLE(predict*)
AND TITLE(student*) AND TITLE-ABS-
KEY(educational AND data AND mining) OR TITLE-
ABS-KEY (learning AND analytics) AND NOT TITLE
(review)) AND (LIMIT-TO (OA, "all“) AND (LIMIT-
TO(PUBYEAR, 2022) OR LIMIT-TO (PUBYEAR,
2021) OR LIMIT-TO(PUBYEAR, 2020) OR LIMIT-TO
(PUBYEAR, 2019) OR LIMIT-TO (PUBYEAR, 2018))
AND (LIMIT-TO (DOCTYPE, "cp") OR LIMIT-TO
(DOCTYPE, "ar") AND LIMIT-TO (LANGUAGE,
"English").

As a result of the search, 8 papers were found in
the Web of Science and 30 papers were found in the
Scopus database. A total of 38 papers were found in
these databases, of which 7 papers were included in both
databases, leaving 31 papers for analysis.

Figure 7. Search results of Web of Science CC and Scopus
databases.



By combining the results of both searches, 52 papers
were found, with two papers appearing in both searches,
leaving 50 papers for analysis (Figure 7).

After reading the abstracts, the papers that were unim-
portant for this study were sorted out, 25 papers were
sorted out according to different criteria, and finally 25 pa-
pers remained for detailed analysis (Table 4).

Table 4. Number of papers excluded after reading the abstracts.

Criterion Number of papers
that do not meet
the criterion

Reason

The paper is written
in English.

2 Only the abstract is
in English.

The work is devoted
to higher education.

10 6 papers deal with
predictions in sec-
ondary education
and 4 work with
predictions in
MOOCs.

Machine Learning
algorithms are used
in research.

2 Work does not use
Machine Learning
algorithms.

Work is in open ac-
cess.

2 Work is not open ac-
cess.

The paper is not a
review paper or a
meta-analysis.

6 Four review papers
and two meta-
analysis were
excluded.

The prediction is
tied to students.

3 The prediction is
tied to professors.

Total 25

Figure 8 shows the distribution of papers by country
where the research was conducted, while Figure 9 shows
the distribution by year when the papers were published.

Figure 8. Distribution of analyzed papers by country in which
the research was conducted.

Figure 9. Distribution of analyzed papers by year of publication.

5 Findings

This section discusses the collected results of the
literature review regarding the defined research questions.
In order to answer the research questions, a table was
created to record important facts during the reading and
analysis of the works (Appendix A).

Q1: How was the data collected for the research, what
type of data was collected, and how much data was used
for the research?

The source of data collection as well as the type and
amount of data collected was observed.

There are three sources of data collection: a student
database, a learning management system (LMS), and a
questionnaire. Data from the faculty database were used
in 14 papers, data from LMS were used in three papers,
and data collected by questionnaire were used in two pa-
pers. Two different sources of data collection were men-
tioned in six papers, with four papers mentioning the fac-
ulty database and LMS, and two papers mentioning the
faculty database and the questionnaire.

Four types of input data are used for predictions in
higher education: demographic data (e.g., gender and
age), pre-enrollment data (e.g., grades in previous educa-
tional level), post-enrollment data (e.g., points or grades
in a particular course or activity), and click-based data
(e.g., time spent on a particular e-activity and participa-
tion in discussion forums). Eight papers report the use
of only one type of input data, with five papers reporting
the use of post-enrollment data, two papers reporting the
use of click-based data, and one paper reporting the use
of pre-enrollment data. Authors of 11 papers report us-
ing two types of input data, of which six papers use de-
mographic and pre-enrollment data, three papers use de-
mographic and post-enrollment data, and two papers use
click-based and post-enrollment data. Three papers use
three types of input data (demographic, pre-enrollment,
and post-enrollment) and three papers use all types of in-
put data.

Of 25 analyzed papers, four papers do not specify the
amount of data used, i.e., the number of instances (stu-
dents) and the number of characteristics (attributes or fea-
tures). In three papers, multiple data sets were used, and
for these papers, the set with the largest number of data is
listed. The distribution of the number of students whose
data were used for the research is shown in Figure 10. The
highest number of students is 11001 and the lowest num-
ber of students is 69. The distribution of the number of
features is shown in Figure 11. The lowest number of fea-
tures is four, and the highest number of features is 68. It
should be noted that this is only the initial number of fea-
tures and that the non-informative features were later re-
moved and only four informative features of the initial 68
were included in the predictive model.



Figure 10. Distribution of analyzed papers by the number of
students whose data were used for research.

Figure 11. Distribution of analyzed papers by initial number of
attributes.

Q2: For what purpose is the prediction used and what
is the type of the target variable?

There are two types of variables: qualitative or cate-
gorical and quantitative or numerical. In one paper both
types of target variables are observed, in two papers the
target variable is numerical, while in the remaining 22 pa-
pers the target variable is categorical. Categorical vari-
ables are distinguished between nominal and ordinal vari-
ables. A nominal variable that has only two unordered
categories (pass/reject, 0/1, success/fail) is called a di-
chotomous variable, and such target variables occur in the
largest number of papers, 13. Ordinal variables with or-
dered categories occur as target variables in seven papers,
and both dichotomous and ordinal target variables are ob-
served in two papers. Only one paper does not specify the
type of categorical target variable.

Most studies, namely eight, aim to predict at-risk stu-
dents or students at risk of failing the course. The target
variable in six papers analyzed is the students’ final grade,
which is an ordinal variable with ordered categories. Pre-
dicting an appropriate academic program or field of study
is the outcome variable in three papers. Whether students
drop out is the outcome variable in two studies. One
study predicts the number of students enrolled, whether
the admitted student will enroll in faculty, the likelihood
that the student will be admitted, and the student’s behav-
ior (whether the student delays fulfilling his or her obli-
gations). One study has two different outcome variables
(graduation rate and commitment level) and one study has
three different outcome variables (graduation rate, at-risk
students, and dropout students).

Q3: How many different Machine Learning algorithms
are used in a single study and what algorithms are used?

Regression algorithms are used in two papers, classifi-
cation in 22 papers, and classification and regression algo-
rithms in one paper. The total number of algorithms used
is 126, and the distribution of the number of algorithms
used in a single study is shown in Figure 12.

Figure 12. Distribution of analyzed papers according to the num-
ber of Machine Learning algorithms used.

In 23 studies, the predictive task was of classification
type, and the total number of algorithms used in these stud-
ies is 115. Figure 13 shows the distribution of classifica-
tion algorithms used.

Figure 13. Distribution of classification algorithms used in the
analyzed papers.

In three studies, the prediction task was of regression
type and the total number of algorithms used in these stud-
ies was 11. Table 5 shows the regression algorithms used
in these three studies.

Table 5. Presentation of regression algorithms used.

Algorithm Number of algorithms used in
research

Linear Regression
Support Vector Regression
Decision Tree Regression
Random Forest Regression

4

Boosted Tree
Regression Tree

2

Random Forest
M5Rules
Bagging
SMOreg
IBk-5NN

5



Q4: What evaluation measures are used for predic-
tion?

When evaluating a Machine Learning algorithm, its
performance is measured on an unused data set, a test set.
Efficiency is measured with a measure or set of measures
specific to a prediction task (classification or regression).
The purpose of algorithm evaluation is to assess the per-
formance of the algorithm on test data and compare it to
other algorithms or models.

Different predictive tasks and data may require differ-
ent evaluation measures. In some cases, more than one
evaluation measure is used to better understand the perfor-
mance of the model.

Table 6 lists the evaluation measures used in the clas-
sification algorithms of the analyzed papers, their brief de-
scription, and the frequency of use of a particular measure.

Table 6. An overview of the evaluation measures used for
classification.

Evaluation
measure

Description Number

Accuracy proportion of cor-
rectly classified in-
stances in a dataset

23

Precision proportion of accu-
rately classified in
a set of positively
classified examples

18

Recall (Sensitivity) proportion of accu-
rately classified in
the set of all positive
examples

18

F1 the harmonic mean
of precision and
sensitivity, balances
both measures

14

AUC-ROC area below the ROC
curve, compares
the true positive
rate with the false
positive rate

12

TP number of accurate
positive predictions

3

FP number of incorrect
positive predictions

3

Kappa index shows the degree of
agreement between
the frequencies of
two data sets col-
lected on two differ-
ent occasions

2

A summary of the evaluation measures used for regres-
sion algorithms, their brief description, and the number of
papers in which each measure has been used can be found
in Table 7.

Based on the calculated evaluation measures, the au-
thors of the analyzed papers indicate which of the algo-
rithms used is the most effective.

In 15 studies the target variable was dichotomous. In
these papers the authors cite four times LogR, two times
RF, two times Stacking and once DT, SVM, NB, Boosting
and Auto- WEKA as the most effective algorithm. The
authors of two papers mention the two most efficient algo-
rithms, first RF and ANN, second LogR and SVM. In 11
papers, when stating the most efficient algorithm, its accu-

racy is listed, in one paper AUC-ROC and in three papers
all calculated evaluation measures.

Table 7. An overview of the evaluation measures used for
regression.

Evaluation
measure

Description Number

R2 the proportion of
variance in the
target variable
explained by the
predictions of the
model

1

MEAN
ABSOLUTE
ERROR (MAE)

the average abso-
lute difference be-
tween the predicted
and the true values

2

MEAN SQUARE
ERROR (MSE)

the share of accu-
rately classified ex-
amples in the set
of all positive exam-
ples

1

RMSE the second root of
the mean square er-
ror

2

In nine studies the target variable was ordinal, and in
these studies the authors cite RF four times and LogR on
time as the most efficient algorithm. The authors of four
papers list multiple most efficient algorithms, two times
RF and ANN and once ANN and SVM, ANN and SVM
and RF and DT. In eight papers, when listing the most
efficient algorithm, its accuracy is given and in one paper
the measure F1.

In only three studies the target variable was numerical,
and due to the small number of papers it is not possible to
define the most effective algorithm.

Q5: What additional Predictive Modeling techniques
do the authors cite?

Data preprocessing is the process of cleaning, trans-
forming, and organizing a data set before it is input into a
Machine Learning model. This step is critical to the per-
formance of the model, as it can help improve the qual-
ity of the data and make it more suitable for a particular
prediction task. The preprocessing techniques used in the
analyzed papers are listed in Table 8.

Table 8. Presentation of preprocessing techniques used in the
analyzed papers.

Technique Number of papers

Selection of informative vari-
ables or removal of non-
informative variables.

19

Data transformation or conver-
sion of numerical variables into
categorical.

9

Normalizing or standardizing
data.

9

Resampling a dataset to reduce
the imbalance ratio.

6

Testing the correlation of vari-
ables.

6

Replacing missing values. 5
Delete missing values. 4
Handling outliers. 2



Validation in Machine Learning involves evaluating
the performance of a model against a dataset that is sep-
arate from the training data. The purpose of validation
is to evaluate the efficiency of the model on unused data
and adjust the model’s hyperparameters to optimize its ef-
ficiency. It is important to use a validation method that is
appropriate for the size and characteristics of the data set.
The authors of the 20 papers analyzed list the use of some
of the validation methods listed in Table 9.

Table 9. Presentation of validation methods used in the
analyzed papers.

Validation method Number of papers

Holdout method:
The data is divided into a train-
ing set and a testing set, the
model is trained on a training set
and evaluated on a testing set.

4

K-fold validation:
The dataset is divided into K
subsets, the model is trained on
K-1 subsets and evaluated on the
remaining subsets. This process
is repeated K times, each subset
once serves as a test set.

1

Leave-one-out:
Variant of K-fold validation, but
with K = n (n is the number of
examples in the dataset)

2

K-fold cross-validation:
A combination of K-fold and
Leave-one-out validation, the
model is trained and evaluated
multiple times using different
data partitions.

12

Bootstrap validation:
The model is trained and eval-
uated several times by random
sampling of data with replace-
ment.

1

Hyperparameter optimization is the process of adjust-
ing algorithm parameters to optimize its work on a given
task. Common techniques for hyperparameter optimiza-
tion include network search, random search, and Bayesian
optimization. Hyperparameter optimization is mentioned
in five of the 25 papers analyzed.

Variable importance in Machine Learning refers to the
technique of determining the relative importance of the in-
put variables used in the model. In this way, the variables
that have the greatest impact on the model prediction are
determined. In the analyzed papers, this technique is men-
tioned four times.

Q6: Do the authors indicate what environment (soft-
ware or programming language) they used for prediction?

The authors of eight papers indicate the use of the
Python programming language, in seven papers the use
of the software WEKA, and in one paper the use of the
R programming language and the software WEKA. In two
papers the use of the tool Orange is listed, and in one paper
the use of the tools Hadoop and XLSTAT. The authors of
one paper list the use of several tools, IBM SPSS, R, KN-
IME and Bayesian Labs. One paper uses a custom web
application, while the authors of three papers do not spec-
ify the use of an environment.

6 Discussion

With respect to the six defined research questions, we
examined what is predicted in higher education, what in-
put data were used, how many Machine Learning algo-
rithms were used in each study, and which were most ef-
fective. We also examined what other predictive modeling
techniques were listed and whether a programming envi-
ronment was used for prediction.

The most common number of students whose data
were used in the survey ranged from 200 to 400, and the
number of predictor variables entered ranged from 15 to
20. In most studies, the data were drawn from the fac-
ulty database and included demographic data and data on
previous level of study. These findings support recent re-
searches [25], [28].

Romero and Ventura in [24] state current applications
or topics of interest of EDM/LA research community. One
of these is early warning systems or the prediction student
performance and identify at-risk students as early as pos-
sible in order to intervene early and promote student suc-
cess. Also, the results of [29] and [30] show that most of
the existing publications use predictive models to assess
student performance and predict those who are at risk of
failing or dropping out. This is consistent with our find-
ings - most of the studies, namely eight, are concerned
with predicting at-risk students, followed by the frequency
of predicting students’ final grade in six papers.

The most frequently mentioned algorithms in the ana-
lyzed papers are Support Vector Machine, Random Forest,
Decision Tree, Naive Bayes, and Logistic Regression. The
most frequent number of algorithms used in each study is
six. The use of these algorithms is also stated in [25], [27–
30].

The classification problem occurs in 23 of the 25 pa-
pers analyzed. Classification is the most frequently used
technique for solving predictive problems and these result
is in line with the reviews [23], [25], [28]. For a dichoto-
mous target variable, Logistic Regression is most often
cited as the most successful algorithm, while for the or-
dinal target variable, Random Forest is cited. In testing
which of the algorithms is the most successful, the authors
use different evaluation measures ([28], [30]), but when
they indicate the most successful algorithm, they almost
always show its accuracy.

Additional predictive modeling techniques such as
preprocessing, validation, and hyperparameter optimiza-
tion, as well as the frequency of use of each technique, are
also listed.

Finally, the most common environments in which the
authors made predictions are WEKA and Python. These
results support the report [28] which states that WEKA
was the most commonly used tool for predictive modeling.



7 Conclusion and recommendations for
future research

This paper describes a systematic literature review of
predictive methods in Learning Analytics and Educational
Data Mining in higher education based on Machine Learn-
ing algorithms. In selecting the papers for analysis, the
main criterion was to find papers that use Machine Learn-
ing algorithms for prediction in higher education in the
areas of Learning Analytics and Educational Data Mining.

Twenty-five papers were included in the detailed anal-
ysis, and six research questions were posed. We examined
what is being predicted in higher education, what input
data was used, how many Machine Learning algorithms
were used in each study, and which were the most effec-
tive. In addition, we examined what other predictive mod-
eling techniques were listed and whether a programming
environment was used for prediction.

It should be emphasized that there are no general
rules or procedures for predictions in education, includ-
ing higher education. The approach depends mainly on
the target variable and the input data.

The ultimate goal of any Learning Analytic process
is to take pedagogical action to improve the learning and
teaching process. The work analyzed does not indicate
whether pedagogical actions were taken, nor does it define
the theoretical framework.

Finally, this area needs further research to provide
a broader pedagogical-technological framework to help
teachers in the higher education system to build a predic-
tive model and improve the learning and teaching process
through appropriate pedagogical interventions.
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